Numerical Algorithms for Visual Computing IT 2010/11
Example Solutions for Assignment 4

Problem 1 (Matrix and Matrix Reloaded) This exercise deals with
the influence of different linear orderings of 16 computational nodes that are
given for the Poisson problem. Let us first consider the usual way of ordering
the points: we start at the left node of the topmost row of nodes and traverse
it to the right, then we move to the leftmost point of the next row, just as we
would read text. Thus, ug,...,us are the nodes of the first (counting from
the top) row, us, ..., ug form the second row and so on. The resulting linear
ordering is:

(1)

T
(Ul Uz U3 Uy Us Us U7y Ug U9 Ulp Ul U12 U3 U4 Uis U16)
and with the underlying process

Uip1 — 2Ui5 + W1y | Ui — 25 + Uy i1

Ax? Ay? Fis (2)
we get the following coefficient matrix:
4 -1 -1
—1 4 -1 -1
-1 4 —1 -1
-1 4 -1
-1 4 —1 -1
-1 -1 4 —1 -1
-1 -1 4 —1 -1
-1 -1 4 —1
-1 4 —1 -1
-1 -1 4 -1 -1
-1 -1 4 -1 —1
-1 -1 4 -1
-1 4 -1
-1 -1 4 -1
-1 -1 4 -1
-1 -1 4

Note that the block form of the matrix arises from the boundary conditions,
just as described in the lecture notes.




. We now represent the ordering defined by table (a) in terms of the
naming conventions established in equation 1:

(Ul Uz Ug U U2 Us Uy U3 Ug U§

This yields the following matrix:

T
U2 Uy U7 Ul U4 U16)

(3)

41 -1 -1
—-1] 4 -1 -1
-1 4 -1 -1
-1 4 -1 -1
-1 -1 4 -1 -1
-1 4 -1 -1
-1 4 -1
-1 -1 4 -1 -1
-1 -1 4 -1 -1
-1 4 -1
-1 -1 4 -1
-1 -1 4 -1 -1
-1 -1 4 -1
-1 -1 4 -1
-1 -1 41 -1
-1 —-1| 4




2. In the same way, we will first give the alternate description of the
reordering defined by table (b):

T
(Ul U2 Ue U0 U U5 Uga Uz U4 U Ug Us U3 U7 U3 Un) (4)

and get the corresponding matrix:

4 0 0 O O0O-1 0 O O o Oo0-1 0 0 0 0
o 4 0 o0 o0 o0 o o o0-1 0 0 0 -1 -1 0
o o 4 o0 O O0-1 0-1 0-1 0 0O 0 0 O
o o o 4 0-r 0-1 0 O O O0O-1 0 0 O
o o o o 4 -1 0-1 0 O O0O-1 0-1 0 0
-1 0 0-1 -1 4 0 0O O O O O o0 0 0 O0
o 0-1 0o o0 O 4 -1 0 O O O0O-1 0 0 O
o o0 0-1-1 0-1 4-1 0 0 0 O O 0 O
o o0-1.0 O O O0O-1 4 0 O 0 O0-1 -1 0
o-r 0 o O o0 o0 o o 4 0 0 0 0 0 -1
o 0-1 0 O O o0 o o o 4 0 0 0-1 0
-1 0 o0 o0-1 0 0 o o0 o0 o0 4 0 0 0 -1
o o 0-1 0 O0-1 0 O O O o0 4 0 0 O
o-r 0 O0-1 0 O O0O-1 0 0 0 0 4 0 -1
o-r 0 o O o0 o0 o0-1 0-1 0 0 0 4 0
o o o o o o0 o0 o o0o0-1 0-1 0-1 0 4

Problem 2 (Crossing derivatives)

1. We have been given the following cross derivative discretisation by use

of central difference methods

0 0 . 0 Uj, 541 — W51
ordy O ( 2h )
. 2 (Ui,j+1> _ 2 <ui,j—1>
9z \ 2h oxr \ 2h
o Uit 141 T Wi Wig1—1 T Ui—1,5-1
B 4h? 4h?

1

W(Uiﬂ,jﬂ — Uj—1 i1 — Uil j—1 + Ui1j-1)




with h = Az = Ay. For this 4 points we can compute the 2D-
Taylorexpansion

u(wo.o) = flay)+ <é> L r— (1

1) a%f(x, Y)(y — yo)

% ((3) aa—;f(m, y)(z — 20)* + G) a%%f(x, y) (@ — z0)(y — yo)

2 0? 9
+ (2)f(x’y)8_y2<y — %) >
This gives for our simple points the following approximation:
1
wxthy+h)=u £ hu,+u,+ §h2(um + 20y + Uyy)
1
+ éh?’(:lzumz + BUgy £ Usyy + 3yyy)
1
+ ﬁh4 (Uszzw T gzey + OUgayy T gy + Uyyyy) + O(hS)

1
wx+hy—h)=u + huy —u,+ §h2(ugg;E — Uy + Uyy)

1
+ =K (Ugze — SUazy + Uy — Styyy)

6
+ ih‘*(umm — Mgy + Uy — Ay + Uyyyy) + O(R°)
wx—h,y—h)=u — hu, —u,+ %h2(um + 22Uy, + Uyy)
— éhg (Uggz + Sgay + Ugyy + 3tyyy)
+ ih‘*(uzm t Ay + Oy + Ay + Uyyyy) + O(R°)



Now we can input this approximation into our four pixel scheme:

Uzgy

Q

1
4_h2(ui+1,j+1 — U141 — Wig1j—1 + Uim1,5-1)

1 1
m(u + hug + uy + §h2(um + 22Uy + Uyy)

1
6h3 (Uzze + BUgay + Usyy + 3tyy,)

1
ﬂh‘*(umm t+ Mgy + OUsayy + Ay + Uyyyy) + O(R°)

1
—(u — hu, + Uy + éhz(um - 2u:r:y + uyy)

1
6h3(_umz + Uy — Upyy + 3uyyy>

1
ﬁh4(uxxxw — Wy + Olgayy — Wayyy + Uyyyy) + O<h5)>

1
—(u + huy — uy + ihg(um — Uy + Uyy)

1
6h3 (Usze — SUazy + Uy — Styyy)

1
ﬂh4 (Uzzez — YUaeay + OUzzyy — YUayyy + Uyyyy) + O(hB))

1
+u — huy, —uy + §h2(umz + 2Ugy + Uyy)

1
éh?’ (Ugza + SUgay + Ugyy + Styyy)

1
ﬂh4 (Ugae + Alray + OUzayy + Aoy + Uyyyy) + O(h5))



If we combine this terms together, we will get:

1

e (u(l=1—=141)+hu,(1+1—1—1)+hu,(1—1+1—1)

v ~ v

(.

1
+ §h2 (U 4 2y + Uy — Uy + 2y — Uy — Uy + 2y — Uy + U + Uy + Uyy)

v
Bugy

1
+ R (Upge (T +1=1—=1) +3uppy (1 =1+ 1-1)

6 A TV - TV
=0 =0
+ Bugyy (141 —1—1)4uy, (1 -1+1-1))
=0 =0
1
+ ﬁh‘l(umm (1—1—=141) +4Uppey (1 +1+1+1)
=0 =4

6ty (1= 1= 1+ 1) +4tgyyy (1414 1+ 1) Fuyy,, (1= 1—141)) + O(F))

~~
=0

-0 =4
This sums up to

1 16
W(4h2uw + ﬁ(u:px:py + Uyyy) + O(h5))

1
= Ugy + 6h2 (Usaay T Usyyy) + O(hg)

1
= Uy + 6h2Au$y + O(h%)

6
= O(h?

= <1 - 1h2> Ugy + O(R?)

Overall we get a O(h?) error term for the cross derivative approxima-
tion.

2. This discretisation is isotropic, as the error term incorporates an ad-
ditional isotropic Laplace operator onto u,,, which we wanted to ap-
proximante in the first place.




Problem 3 (Sobel Operator: Condition and Precision)

1. If we write the Gaussian convolution with the central difference as a
single equation we get:

1
Uy =~ S_h(ui+1,j+1 + 22U+ Wit o1 — Wimrjo1 — 2Uim1j — Uim1j-1)

Plugging in the tailor expansion of all of the discrete points that form
the equation yields:

1

— —1+1-24+2—-1+1
& ( (-1+ - + 1u

h(1+1424241+Duy+h(l—1—1+1)u,

h2
—(=141=-242—=14+Dug + 21 —=1—=1+4+ Du,
2 Y
2

+ (11— 14 Duy,

h3 h3

+ €(1+1+2—|—2—|—1—|—1)um$+5(1—1—1+1)umy
h3 h?

+ E(1+1+1+1)u$yy+7(1—1—1+1)uyyy

+ O(h"))

Thus, we finally get:

2

h

which means the local truncation error has order 2.

2. Since the leading error term is - up to a scalar factor in the mixed
derivative - identical to 0,Au, we consider the discretisation isotropic.

Problem 4 (Is this stencil good™ or evil™?7)

1. The equation corresponding to the stencil is
Au =~ (Ui 1 + Uit -1 — g+ Uim1 -1 + i1
+ Uig1y F Uimj Ui+ Uij1)
As in the previous exercise, we plug in the Taylor-expansions and get

h2Au  h*
5 + ﬂ(uxmz + 6y + Uyyyy) + O(R?)

which means the local truncation error has order 2.

Au = of



2. There are several noteworthy observations to make: Obviously, the
approximation is not consistent and a scalar factor of # instead of ﬁ
would make the approximation consistent.

Additionally, there is a bias in direction of the mixed derivative, but
since it is scalar-valued, we still consider the discretisation to be isotropic.

Another important aspect however is the reducibility of the matrix.
We give an alternative criterion that helps to identify irreducible ma-
trices by only looking at the corresponding stencil: if there is a ”path”
of positive stencil weights, that connects all pairs (7, ;) of nodes, the
matrix is irreducible. In other words, you start at any node ¢ with
the stencil centered on this node. You may now move to any adjacent
node, that has a positive value in the stencil. In the case of the stencil
in this exercise, you might move in all four diagonal directions, since
the stencil weight is 1 there and 0 everywhere else. You are now at
a new node k. Consider again a stencil centered at k - you now have
again a choice of directions to take. By moving along stencil weights
and moving the stencil along, you have to find a path to any arbitrary
other node j.

In the context of this particular stencil, as already mentioned, only
diagonal movements are possible. Thus, it’s like diagonal movement
on a chess board: if you start on a black (white) field, you can only
reach other black (white) fields. Consequently, the matrix in exercise
4 is reducible.

Problem 5 (Is this stencil good™ or evil™7?)

1. The equation corresponding to the stencil is

Aur 4_h2(ui+1,j+1 F Uirjo1 = i+ Ui o1+ Ui go)

As in the previous exercise, we plug in the Taylor-expansions and get

h4
Au ~ 6h>Au + ?(umm + Uy + Uyyyy) + (’)(h?’)

If we choose o = 6# which means the local truncation error has order
2.

2. In this case, we have a consistent discretisation that is also isotropic.
Additionally, we can move in each direction since all stencil weights ex-
cept for the center are positive. Thus there is a path from each node 7 to



every other node j and the matrix is irreducible (see Problem 4). Thus,
the stencil from problem 5 is the better choice for the discretisation of
the Poisson equation.



