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Preface

Vision, modeling, and visualization are rapidly converging disciplines. Often the three fields are treated
separately, each with their own methodology and terminology. However, in many applications they must
work hand in hand to evoke cross-fertilization and new research directions. Prominent examples are image
and video-based rendering, 3D-TV, and medical visualization. Also, due to the proliferation of digital
photography and high-speed graphics accelerators, image-based modeling and the corresponding vision
and visualization techniques have become a highly relevant research topic.

The Vision, Modeling, and Visualization 2007 workshop addresses the entire spectrum of techniques
and applications in this combined field, from data acquisition over processing to visualization, including
perceptional issues. This workshop is the twelfth in a series of annual meetings organized by different
research centers and groups. After highly successful meetings at various locations, this year’s event takes
place in Saarbriicken, Germany.

The call for papers drew 49 contributions from 15 different countries. Each submission was anonymously
reviewed by two members of the Program Committee and two external reviewers. These proceedings con-
tain the 27 papers which were accepted. They present an excellent cross section of ongoing research in the
fields of vision, modeling, and visualization. The papers are organized in 7 sessions: Visualization, GPU,
3D Acquisition and Processing, 2D/3D Image Processing, Mesh Processing, Learning and Recognition,
and Medical Visualization.

In addition, we are happy that three internationally renowned experts have accepted our invitation to
present keynote speeches:

e Thomas Vetter, University of Basel, Switzerland
e Michael Goesele, TU Darmstadt, Germany
e Ramesh Raskar, Mitsubishi Electric Research Laboratories (MERL), Cambridge, MA, USA

Furthermore, the workshop features a special session entitled Gigapixel displays, a challenge for visualiza-
tion? organized by the BW-FIT reserach cluster on gigapixel visualization.

The conference is organized by the Computer Graphics Group at the Max Planck Institute for Computer
Science and by Saarland University in cooperation with the Max Planck Center for Visual Computing and
Communication. Carsten Stoll and Conny Liegl have managed the conference web-site and the conference
management system. The proceedings have been assembled by Oliver Schall and Wolfram von Funck.
Sabine Budde is the conference secretary and Christel Weins is the financial and social events coordinator.
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Invited Talk

Morphable Models for Faces, Skulls and Cars

Thomas Vetter

Department of Computer Science
University of Basel, Switzerland

Abstract

Morphable models constitute a unifying framework for the analysis and synthesis of images. In the field
of Computer Graphics, they are applied to model photo-realistic face images; in the domain of Computer
Vision, they are used in face recognition applications compensating variations across pose, illumination
and facial expressions. Morphable face models draw on prior knowledge of human faces in the form of
a general face model, learned from examples of other faces. By exploiting the correspondences between
all examples, these models introduce a vector space structure on the examples that allows to synthesize
novel photo-realistic images. Image analysis can be performed by fitting such a flexible model to novel
images. Then, the model parameters yielding the optimal reconstruction are used to code or analyze the
face depicted. In this talk, I start with a quick review on morphable face models and will discuss some
of its limitations for face recognition applications based on skin detail analysis. In a second part I will
report on current work on building morphable models of human bones and skulls. Here we use a novel data
registration technique that does not require a parametric representation of the example data. Finally, I will
conclude with presenting a Morphable Model for the design and modification of automotive shapes.






Surface Glyphs for Visualizing Multimodal Volume Data

Timo Ropinski', Michael Specht':, Jennis Meyer-Spradow, Klaus Hinrichs', Bernhard Preim?

Visualization and Computer Graphics Working Group (VisCG), University of Miinster
2Department of Simulation and Graphics (ISG), University of Magdeburg
Email: {ropinski , spechm0l, spradow, khh}@math .uni-muenster.de,
preim@isg.cs.uni-magdeburg.de

Abstract

In this paper we present concepts for integrating
glyphs into volumetric data sets. These concepts
have been developed with the goal to make glyph-
based visualization of multimodal volumetric data
sets more flexible and intuitive. We propose a
surface-based glyph placement strategy reducing
visual clutter as well as image-space glyph aggre-
gation. Thus the user is not distracted by unwanted
clustering, and his focus of attention can rather be
guided using appropriate visual appearances. Fur-
thermore, we present techniques to make the setup
of glyph-based visualizations more intuitive. These
concepts have been integrated into a user interface
which supports easy configuration and comparison
of different glyph setups. Based on the chosen
setup a visual legend is generated automatically to
make a step towards quantitative visual analysis.
We will discuss the placement strategy as well as
the glyph setup process, explain the used render-
ing techniques and provide application examples of
multimodal visualizations using the proposed con-
cepts.

1 Introduction

Multimodal volume visualization has to deal with
the proper integration of data obtained from dif-
ferent sources. In the medical domain acquisition
of different modalities is about to become a daily
routine since modern scanners such as PET/CT,
PET/MRT or SPECT/CT can be used to capture
multiple registered volume data sets. PET data sets
which usually have a lower resolution than CT data
sets represent a functional image, e.g., metabolism
activity, while CT data sets provide a detailed mor-
phological image. To benefit from both modalities,
they have to be visualized simultaneously in an in-

tegrated manner. In contrast to these modalities ad-
ditional data can be derived from a given volume
data set and visualized with our technique. For in-
stance, cardiac wall thickness or wall motion can be
calculated from time-varying medical data sets. The
use of multimodal volumetric data sets is manifold
not only in medicine but also in areas like meteo-
rology and seismology. Furthermore, many physi-
cal simulations, e.g., fluid dynamics or quality in-
surance simulations, produce multimodal volumet-
ric data sets.

A common approach to visualize volumetric data
sets containing two modalities is to generate a fu-
sion image by blending between these. For in-
stance, modern medical workstations support such
a fusion imaging to explore registered PET/CT data
sets and allow the user to control the degree of
blending by using a slider. This fusion imaging
has two drawbacks. First, this form of user control
introduces an additional degree of freedom which
makes it difficult to find adequate visualization pa-
rameters. Second, quantification becomes more dif-
ficult since the blending has a major influence on
the colors used to represent intensities stored within
the data sets, and the colors may interfere with the
surface shading. While these issues may be man-
ageable when dealing with only two modalities, the
blended fusion image is insufficient if more than
two modalities have to be taken into account.

Using glyphs in volume visualization is not
new [6, 7, 8]. However, most of the proposed
work has rather focussed on ways glyphs can be
used to visualize information than on how to flex-
ibly setup this information and make it quantifiable.
The contribution of this paper is to make glyphs
more usable as a tool for multimodal volume vi-
sualization. Therefore we propose a surface-based
glyph placing strategy which decreases unwanted
glyph clustering and reduces clutter by minimizing
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glyph occlusion. Furthermore, we will introduce a
user interface, which allows an easy configuration
of a glyph setup, i.e., the definition how properties
are represented by glyphs and how the glyphs are
placed. Based on this setup we describe how to
generate a visual legend which is a necessary step
towards a quantitative visual analysis of glyph visu-
alizations.

The paper is structured as follows. In the next
section related work is discussed. The so called
surface glyphs and details regarding their place-
ment are discussed in Section 3. In order to sup-
port a flexible and intuitive setup of a glyph-based
visualization we propose some techniques accom-
panied with appropriate user interface concepts in
Section 4. The used rendering technique is briefly
described in Section 5, while application examples
are given in Section 6. The paper concludes in Sec-
tion 7.

2 Related Work

This section briefly discusses some work related to
the topic of this paper, but does not intend to give
a complete overview of glyph visualization tech-
niques used in scientific as well as information visu-
alization. Moreover, we focus on those techniques
which are related to our approach for visualizing
volumetric multimodal data sets.

Ward [18] states that glyph-based visualization is
a powerful method for providing multimodal infor-
mation, by adding iconic glyphs to a scene in order
to display various variables through various proper-
ties such as shape or color. In his work he describes
and classifies different glyph placing strategies and
proposes rules for their usage in the context of in-
formation visualization.

In the field of scientific visualization diffusion
tensor imaging (DTI) is probably the domain where
the usage of glyphs has been most intensively in-
vestigated [10, 17, 8]. Most of the work published
in this area focuses rather on choosing an appro-
priate glyph shape in order to transmit informa-
tion [5] than on positioning of the glyphs. For in-
stance, in [8] superquadrics are used to convey the
principal eigenvectors of a diffusion tensor in or-
der to depict the microstructure of white-matter tis-
sue of the human brain. The distinct glyphs are
placed in a regular grid and controlled by a frac-
tional anisotropy threshold in order to minimize vi-

sual clutter. Jankun-Kelly and Mehta [6] have used
superquadric ellipsoid glyphs to visualize traceless
tensor data.

To achieve a beneficial glyph visualization, not
only the shape of the used glyphs but also their
placement is essential. In [10] a stochastically jit-
tered placing of glyphs is described with the goal to
eliminate the possibly distracting effects of a grid
placement. In 2006 Kindlmann and Westin [7] have
proposed a glyph packing strategy allowing a tex-
ture like appearance of a glyph aggregation. In con-
trast to the approach presented in this paper only
one modality, i.e., DTI data, is used, while our
glyph placing strategy is based on the fusion of mul-
tiple modalities. In [13] spherical glyphs are ex-
ploited to visualize cardiac MR data in order to al-
low an exploration of the structure as well as the
function of the myocard.

Besides in the medical domain glyphs are also
used in other areas dealing with multimodal data.
Nayak et al. [12] have used glyphs in order to visu-
alize seismic data representing the measured, time-
dependent, 3D wave field of an earthquake recorded
by a seismic network. Reina and Ertl [14] have pro-
posed a technique for depicting molecular dynamics
by means of hardware-accelerated glyph rendering,
and Saunders et al. [15] have proposed the use of
circular glyphs for visualizing nano particles in for-
mation.

Besides using glyphs there are other strategies
to visualize multi-field volume data. Recently Ak-
iba et al. [1] have presented a novel user interface
concept to support the identification of correlation.
Their technique exploits linked views as well as par-
allel coordinates and is demonstrated by visualizing
the hurricane Isabel data set. Similar to the concepts
presented in [4] their approach supports brushing,
to allow the user to formulate the current interest.
Blaas et al. have introduced a technique which also
exploits linked views [3]. Besides a physical view
they use a feature-space view to visualize multi-
field data.

3 Surface Glyphs

Glyph placement is crucial in order to achieve
meaningful glyph-enhanced visualizations. Glyphs
that occlude each other or occlude big portions of
the volume can easily counteract the information in-
crease intended by the use of glyphs. Therefore it



must be ensured that glyph occlusion is minimized,
and that not too many glyphs are placed.

A basic approach for placing glyphs is to super-
impose a regular three-dimensional grid on the vol-
umetric data set and to place the glyphs at the grid
points (see Figure 1(a)). However, this method has
two drawbacks. First, the introduced grid structures
do not necessarily match the structure of the under-
lying data set, e.g., in the example the underlying
data set shows a round, smooth sphere. Second,
placing glyphs in a regular grid may lead to the false
impression of a glyph aggregation resulting from
the glyph positions in image space. These aggrega-
tions attract the user’s attention, although the user’s
focus could be better guided by the visual appear-
ance of the glyphs, i.e., by the glyph properties and
user-defined glyph property mapping functions (see
Section 6).

To eliminate these drawbacks, we propose a
surface-based glyph placement strategy. It achieves
a feasible glyph distribution that fulfills both of the
requirements stated above by placing glyphs on iso-
surfaces of a volumetric data set. A straightfor-
ward way of defining such an isosurface is to spec-
ify an isovalue as it is done in isosurface rendering.
The effect of isosurface placement is that glyphs
are placed at points that are exactly located on an
isosurface (see Figure 1(b)). Isosurface placement
leads to fewer glyph occlusions and also avoids mis-
leading glyph aggregation in image space.

A possible approach to realize isosurface glyph
placement is to calculate a polygonal mesh using
the marching cubes algorithm [11], and then to ran-
domly choose polygons and place glyphs on them.

(a) Regular grid placement.

(b) Isosurface placement.

Figure 1: Comparison of the regular grid and iso-
surface glyph placement methods. The result of the
isosurface placement is visually more pleasing be-
cause the glyphs are evenly distributed on the sur-
face and occlusion is minimized.

Uniform distribution could be achieved by calcu-
lating the surface area of each polygon and tak-
ing polygon surface area distribution into account
when polygons are chosen randomly. Apparently,
the contiguous surface resulting from the march-
ing cubes algorithm is not necessary for isosurface
glyph placement. Distinct glyphs should be placed
at certain locations near an or even exactly on an
isosurface, but it does not matter whether two lo-
cations of interest are directly connected by an iso-
surface. This makes the marching cubes approach
inappropriate, especially if one considers the com-
plexity and ambiguous special cases.

Therefore we propose a simpler method, which
proceeds in two steps. The first step resembles
closely the first step of the marching cubes algo-
rithm. A three-dimensional boolean array having in
each direction the size of the volumetric data source
minus one is allocated. Each boolean array element
corresponds to a cell which is determined by an oc-
tuple of adjacent voxels from the data set. In the
first step, the marking step, the array is traversed,
and for each cell the data source is evaluated at each
of its eight vertices. A cell is marked if the values
indicate that the isosurface passes through it, i.e., if
the eight values are not all greater than or not all
less than the specified isovalue. In the second step,
the placement step, marked cells are repeatedly ex-
tracted from the array until none are left. A glyph
is placed at every marked cell and adjusted inside
that cell in such a way that it is located exactly on
the specified isosurface while remaining as close as
possible to the center of the cell. This is achieved by
subdividing the cell into eight sub-cells and query-
ing the data source at the eight vertices of each sub-
cell. Among all sub-cells the isosurface is deter-
mined to run through, the sub-cell with the smallest
distance to the root cell’s center is chosen and recur-
sively subdivided. Finally, all cells within a user-
specified world space distance from the current cell
are cleared in order to create a certain amount of
empty space around each glyph.

Although the images resulting from the isosur-
face placement method are good for simple, generic
data sets, a problem arises when real-world data is
used. As depicted in Figure 2(a), it is possible that
glyphs seem to be placed below the surface (this ef-
fect can be seen in the region of the ear) or placed
not at all because isosurfaces may be very close and
run parallel to each other, so that glyphs are dis-



tributed on both surfaces. Figure 2(b) reveals that
the missing and misplaced glyphs have been placed
on the inside surface of the skull.

In order to provide a solution for misplaced
glyphs, the isosurface placement method has been
restricted to visible isosurfaces only. Visible isosur-
face placement assumes that isosurfaces that are not
visible to the viewer can not be of any interest and
hence, they should be ignored in the cell marking
step. This additional condition for the marking step
is implemented by casting axis-aligned rays into the
volume data set, starting at each outer cell and di-
rected into the data set. When one cell has been
marked by a ray, this ray is terminated so that in the
end only cells visible from the outside have been
marked. With this restriction we resolve ambigui-
ties as those shown in Figure 2.

4 Glyph Visualization Setup

We have identified the following work flow for cre-
ating glyph-enhanced volume visualizations. Ini-
tially, after the user has loaded the contributing
data sets the glyph modeling has to be carried out.
Therefore the user selects a glyph prototype and
specifies a mapping function which maps the infor-
mation contained in the volume data sets to glyph
properties, e.g., color or size. Finally the desired
glyph placement method is chosen and the glyphs
are arranged within a volume data set to represent
information located at their position. Our proposed
user interface assisting during the glyph setup con-
sists of two parts, one window for glyph modeling
and an overlayed graphical legend supporting eval-
uation of glyph-enhanced visualizations.

4.1 Glyph Shapes

Each glyph prototype is characterized by a set of
properties through which information can be visu-
alized. Depending on the desired visualization and
the glyph properties, the suitability of glyph pro-
totypes varies. Therefore the user has to choose a
suitable glyph prototype for a certain task. The ba-
sic properties which are shared by all glyph proto-
types are color, opacity and size, while more sophis-
ticated glyph prototypes offer further possibilities to
convey information by additional glyph properties.

The glyph prototypes described in this paper
are based on the superquadric shapes presented

(@ r=0 (b) r=025 (¢) r=05 (d) »=0.75 (e) r=1
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Figure 3: The supersphere and supertorus proto-
types with varying parameters for roundness 7 (up-
per two rows), and the supertorus prototype with
varying parameters for thickness ¢ (lower row).

in [2]. In contrast to cuboid or ellipsoid glyphs,
superquadrics have the advantage that a multitude
of parameters can be mapped unambiguously. For
instance, when using ellipsoids or cuboids an awk-
ward viewing direction may result in visual ambi-
guity, i.e., different shapes are not distinguishable
after projected onto the view plane [8]. For the sake
of simplicity, some parameters of the original su-
perquadric shapes have been made constant or com-
bined in order to obtain intuitive shapes that can be
interpreted easily: the supersphere and the super-
torus. In contrast to the original superquadric el-
lipsoid which takes three radii as parameters, the
supersphere has a fixed radius of 1. Glyph prop-
erties defined by the supersphere prototype are the
scalar parameters « and (3, which are derivations
from the original superquadric ellipsoid o’ and 3'.
The purpose of this simplification is a more easy
setup as well as interpretation process. Thus it is
more intuitive to define the roundness of the surface
because their default value is 0 and the perceived
change in roundness and edge sharpness resulting
from adjusting o« and (3 is linear. The conversion
from supersphere o and 3 to the original o and /3’
is given by:

o =2¢% (D
g =27 )

In the original equations, the base shape (plain



Figure 2: Glyphs are distributed on front- and back-facing surfaces (a), semi-transparent isosurfaces reveal
the hidden glyphs (b). Application of visible isosurface placement (c).

sphere or torus) results from o’ = 3’ = 1. Less
roundness can be achieved with 0 > o’ < 1 and
0 > B < 1, sharper edges can be achieved with
o’ > 1and 8 > 1. With the conversion applied,
the base shape results from o« = 8 = 0, less round-
ness is achieved with « < 0 and 8 < 0, sharper
edges are achieved with & > 0 and 8 > 0, and the
change in sharpness or roundness is linear and thus
more suitable for user interaction. However, these
prototypes are still rather complex because the in-
terpretation of the « and 3 values is not very intu-
itive. For example, two supertori perceived as ‘not
round’ can have different parameters. In order to re-
solve such ambiguities, simplified versions of both
supersphere and supertorus prototypes have been
created in which the o and 3 parameters are com-
bined into a parameter r that represents the round-
ness of the object expressed by a value in the range
from O (angular) to 1 (round). The conversion from
rto o and 3 is defined by the equation

a=0=5-r—2>5. 3)

This results in a value between O and 5 serv-
ing as good values for round resp. non-round su-
perquadrics (see Figure 3).

The supertorus prototype is defined by an addi-
tional scalar ¢ that represents the thickness of the
torus. In comparison to the original superquadric
shapes, the supersphere and supertorus prototypes
are easier to interpret because an estimation of the
roundness r seems rather trivial when compared to
an estimation of the parameters « and 3 used in the
original equations. Even for users with no math-
ematical background it should be easy to interpret
the roundness and thickness values.

The complex glyph modeling task can be done
with the help of the user interface depicted in Figure
5, whereas the interface elements are arranged ac-
cording to the work flow of the glyph modeling pro-
cess. After all data sets have been loaded, a glyph
prototype has to be chosen from a list of available
prototypes. The currently chosen glyph prototype is
shown in the prototype window (see upper overlay
in Figure 5). To save screen space, glyph proper-
ties of interest can be expanded or hidden, e.g., in
Figure 5, the roundness and thickness properties are
currently expanded.

4.2 Glyph Property Mapping

For specifying the property mapping function,
which maps input values from scalar data sources
to scalar glyph property values, the user can con-
trol a set of mapping keys. Each mapping key de-
fines a pair of source and destination values. The
specification of the mapping function is similar to
specifying a transfer function. An example is shown
in Figure 4, where two keys are used to define the
mapping behavior. In order to provide the possibil-
ity to put emphasis on certain glyphs, steps can be
introduced in a mapping function by splitting keys
and defining different destination values for points
to the left and to the right of the key (see Figure 4).
If the mapping function is evaluated for a source
value other than those defined by the keys, linear
interpolation between the keys to the left and the
right of the queried location is used. If the mapping
function is queried for locations that do not lie be-
tween two mapping keys, the value of the nearest
mapping key is returned.

In the mapping function window (see lower over-



lay in Figure 5), a mapping function can be defined
by modifying mapping keys within the canvas span-
ning the complete range of possible input and out-
put values. In addition to the mapping function, a
scalar data source must be chosen that should be
linked to the glyph property and that the mapping
function should be applied to. The mapping can-
vas supports the user by providing the possibility
to display the histogram of the current data source.
After the glyph properties have been adjusted, a
glyph placement method is chosen along with a data
source the glyph placement is applied to. When
the glyph prototype and the placement method have
been set up, the glyph modeling is finished and the
glyphs can be rendered.

4.3 Glyph Legend

To allow the interpretation of a glyph-enhanced vi-
sualization, it is necessary that the glyph mapping
process is transparent, such that the user can de-
rive the source information from a glyph’s repre-
sentation. Therefore we propose a glyph legend
which represents the mapping function graphically.
Since only those glyph properties that are dependent
on data sources actually convey information, only
these properties are of interest within a glyph leg-
end. Thus a legend can be constructed from a num-
ber of rows each depicting how a property of inter-
est relates to its underlying data source. If multiple
properties depend on the same data source, these
properties can be combined into a single row be-
cause for each of these properties, the data source is
queried at exactly the same location and thus returns
exactly the same value.

For generating the glyph legend, all data sources
that are linked through a mapping function are taken
into account. Thus, for each data source involved,
a row is added to the legend that indicates how the

Figure 4: An example mapping function with two
mapping keys. The second key is split.
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»
( =] [~
Placing atisosurtaces |+
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Isovalue: 0,350

Spacing: 0,20

Place glyphs

Figure 5: The glyph modeling user interface with
the glyph prototype window and the graphical glyph
mapping function editor displaying the histogram of
the current scalar data source.
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Figure 6: In the minimal glyph legend only key
glyphs are displayed.

data source influences the visual appearance of the
glyph. All glyph properties that are connected to
the current row’s data source through the mapping
function are determined and printed in the row cap-
tion to clarify which properties are conveyed by the
glyph icons. Furthermore, for all mapping keys an
icon of the glyph prototype is added to the row,
showing the glyph prototype with the resulting rep-
resentation inherently defined by the mapping func-
tion. In the cases of split mapping keys, two glyph
icons representing both left and right mapping key
destination values are rendered and separated by a
vertical line to emphasize the fact that a split map-
ping key is displayed. A legend created in such a
way can be seen in Figure 6.

A more comprehensive legend can be created by
inserting supplementary keys in cases where the dif-
ferences between two consecutive mapping keys’
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Figure 7: In the the extended glyph legend, glyphs are inserted at certain locations in order to bridge large

differences.

destination values are large. A possible approach
to extend the legend is to find pairs of consecu-
tive mapping keys for which the change of at least
one property exceeds a certain threshold and to add
the appropriate glyph representations to the legend.
Such an extended legend is shown in Figure 7.

5 Rendering

To allow simultaneous display of volumetric data
and polygonal glyphs, we have extended the GPU-
based ray casting technique [9], which is solely ap-
plicable to render volumetric data sets. The inte-
gration of opaque glyphs is quite easy. In order
to combine opaque geometry with GPU-based ray
casting, it is sufficient to modify the end points of
each ray by drawing the additional polygons on top
of the proxy geometry’s back faces (see Figure 8).
Thus each ray terminates as soon as it hits a poly-
gon. Glyphs can be integrated by initially rendering
them to the background and afterwards blending the
ray-casting results using the modified exit parame-
ters shown in Figure 8(c).

Vv

Figure 8: The entry and exit parameters for GPU-
based volume ray-casting (left,middle). The exit pa-
rameters are modified in order to integrate opaque
glyphs positioned on a sphere (right).

6 Application Examples

This section discusses some examples of the de-
scribed glyph-enhanced volume visualization ap-
plied to the NCAT PET/CT data set [16] as well as
the hurricane Isabel data set.

In contrast to Computed Tomography which re-
veals the inner structure of a subject, Positron Emis-
sion Tomography is used to get information about
metabolic activity inside a living subject. Because
PET images are of much lower resolution than CT
data sets, it is difficult to tell where points in the im-
age are located within the subject because the mor-
phological context as provided by Computed To-
mography is missing. To avoid such problems, a
combined CT/PET scan can be performed. The re-
sult of such a scan are a PET data set and a CT data
set. The latter provides contextual information and
is registered with the PET data.

A method of displaying CT and PET data simul-
taneously is PET/CT fusion imaging, in which a
color gradient is applied to the PET image and sub-
sequently both images are combined into a single
fusion image. However, this fusion makes quanti-
zation difficult, since the PET color mapping is in-
fluenced by the color of the blended CT data.

The visualizations presented in Figure 9(a) and
in Figure 9(b) are alternatives to common PET/CT
fusion imaging. A volume rendering of the CT data
provides the context for the PET data which is con-
veyed by glyphs. In order to demonstrate that in
glyph-enhanced volume visualization the glyphs are
completely independent of the type of volume ren-
dering applied to the context data, both direct vol-
ume rendering (see Figure 9(a)) and X-ray simu-
lation (see Figure 9(b)) are shown. In both exam-
ples, different attempts to direct the viewer’s atten-
tion to important regions of the volume are demon-
strated. In Figure 9(a), the supertorus thickness is



used to highlight the lesion on the left ventricle ev-
ident from the PET data. The thickness is mapped
in a way that the user’s attention is directed towards
regions of unusually low metabolic activity, which
are shown by using thicker supertori. Furthermore,
the glyph orientation is adjusted to match the nor-
mal vectors of the heart surface, resulting in min-
imal occlusion and the effect that the glyphs look
like glued to the surface. In Figure 9(b) regions of
high PET activity are visualized in an unobtrusive
manner in order to highlight regions of low PET ac-
tivity.

The previous example could have been visual-
ized to a certain extent by using non-glyph tech-
niques. For instance a simple color coding could
have been used in order to visualize the PET ac-
tivity. However, in order to make this visualiza-
tion quantifiable, the shading should not influence
the shown color. Therefore the data set would have
been rendered without shading, which would de-
stroy the shape through shading cue. Another pos-
sibility would be using stippling. The CT data set
could be rendered using regular phong shading and
the PET intensity could be depicted by superimpos-
ing a stippling pattern, which intensity is altered
based on the PET intensity. While this approach
allows an integration of the PET information into
a CT visualization without loosing the shape from
shading, it is limited to the usage of two modalities.

The hurricane Isabel data used for the visualiza-
tion presented in Figure 10 consists of many modal-
ities including cloud water, cloud ice, graupel, rain,
snow, vapor, pressure, temperature and wind direc-
tion. The goal is to visualize some of these variables
simultaneously in order to allow visual exploration
of the value distribution and to identify correlations.
Two of these variables plus the sum of three further
variables are depicted by the glyphs in the image.
Temperature is depicted by hue in a range from blue
(cold) to red (warm). Air pressure is depicted by the
supertorus thickness, a combination that allows for
intuitive interpretation because of the analogy to a
bicycle tire. The amounts of graupel, rain and snow
are accumulated to the total amount of precipitation
and depicted by the roundness of the glyphs.

Similar to applying color mapping, the glyph-
based visualization allows to get a quick overview
of the value distribution. For instance it can be seen
that the temperature is highest within the eye of the
storm decreasing with increasing distance to it. Ad-
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ditionally we can see that the pressure is very low
inside the eye and increasing with increasing dis-
tance to the eye. Since we are using supertorus
glyphs, besides the thickness we can also use the
roundness to represent a variable. With the precip-
itation mapped to roundness, it can be seen that it
is highest in the vicinity of the eye of the storm and
it becomes clear that it is not uniformly decreasing
with the distance to the eye. Moreover the precip-
itation is highest behind the eye of the storm (the
direction of movement is towards the upper left).

Although this example shows the potential of
glyph-based visualizations it also demonstrates the
limits when applying it to multimodal data having
many variables. The remaining glyph properties
that could be used to depict more scalar variables
are saturation, lightness, opacity and scale. Satura-
tion cannot be used to convey detailed information
if hue is used to depict other data at the same time,
because when the saturation value is approaching 0,
correct interpretation of the hue value becomes in-
creasingly difficult. When lightness is used, the in-
terpretation of the hue value becomes difficult when
the lightness value approaches 0 or 1. These effects
lead to the conclusion that in most cases, only one
data source can be depicted by the color properties,
although simultaneous display of three completely
unrelated variables seems possible. Furthermore,
size is potentially inappropriate for conveying data
as well because the data-determined size of a glyph
conflicts with its size due to perspective projection.
Additionally, shape perception becomes very diffi-
cult when glyphs are small.

Besides the glyph property mapping, the surface
used for glyph orientation has to be defined. When
having modalities which provide contextual infor-
mation, e.g. a CT scan, this definition is quite easy.
However, in the general case this task needs more
attention. Sometimes it might even be desirable
to have a dynamic surface, i.e., a 2D slice moving
through the data set.

In both presented examples a non-continuous
mapping can be used to further emphasize dif-
ferences, e.g., when reaching a certain threshold.
In the first example this can be used to show
only glyphs representing abnormal PET intensities,
while the one representing normal ones can be omit-
ted by assigning transparency or minimal size.



(a) PET/CT DVR.
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(b) PET/CT x-ray.

Figure 9: Cardiac wall motion and activity, derived from PET/CT data, depicted with different glyph setups.

7 Conclusion and Future Work

In this paper we have presented concepts for easy
setup and interpretation of glyph-based visualiza-
tions. We have introduced modifications of su-
perquadric glyphs and have discussed a surface-
based glyph placement strategy which binds glyphs
to a surface of interest. To make a step towards a
quantifiable glyph-based visualization, we have in-
troduced a visual glyph legend.

In the future more improvements for generating
glyph configurations could be considered. An im-
portant outcome of this development could be de-
sign guidelines specifying which glyph properties
are best suited for depicting certain information.
In some cases also non-symmetric glyphs could be
helpful, e.g., for visualizing velocity or a direction
of movement. In addition, during glyph modeling
the user should be notified about glyph properties
potentially shadowing each other.
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Abstract 1 Introduction

In geology faults and horizons are central subsur-

In our work we present techniques for illustra- :

. : : o face structures. The earth has a layer-like structure

tive rendering of interpreted seismic volume data . )
. . and horizons are defined as the surfaces that sepa-

by adopting elements from geology book illustra-

. . . . .__.._rate one layer from another. Tension in the crust of
tions. We also introduce combined visualization

. . . the earth deforms the layers over time and creates
techniques of interpreted and uninterpreted data for
o ) . L cracks. These so called faults are more or less ver-
validation, comparison and interdisciplinary com- . o
o ) cal discontinuities of the layers.
munication reasons. We introduce the concept o

smooth transitions between these two semantical G€0logical illustrations in text books try to con-
levels. To achieve this we present transfer funcvey faults, horizons and other structures of the earth

tions that map seismic volume attributes to 2D texPY Using different artistic techniques as seen in the
tures that flow according to a deformation volume!©P ©f Figure 1. The illustrator draws a cubical sub-
describing the buckling and discontinuities of thesec_‘uon of the earth defining the area of interest. The
layers of the seismic data. _horl_zorp and faults are represen_ted by textures flow-
ing inside the layers that are discontinuous across
faults. The textures are drawn on the exterior side
faces of the cubical subsection whose extent we
hereby refer to as the roaming box. Axis-aligned
cutouts with textures on the interior side faces are
used to show features inside the cubical subsection.
The cutouts sometimes contain extruding 3D fea-
tures. Our illustrative renderings adopt all these
techniques as seen in the bottom of Figure 1.

Figure 2 presents the flow from data acquisition
to data visualization. The faults, horizons and other
subsurface structures are discovered by geoscien-
tists interpreting volumetric descriptions of the sub-
surface. These volumetric descriptions are typically
obtained in geophysical surveys by processing the
Figure 1: Geological and rendered illustrations.reflections of waves sent into the surface. The vol-
Top left: A cutout with extruding features. Top ume storing the reflection data is called the reflec-
right: Textured layers with a fault discontinuity in tion volume. In a time consuming process the faults
the middle. Pictures are from Grotzinger et al. [6].and horizons are manually found from the reflec-
Bottom: Illustration rendered with our techniques. tion volume and stored as surfaces. Several seismic
attributes can be computed from the reflection data
such as acoustic impedance (Ai) and the ratio be-
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tween the pressure and shear wave (Vp/Vs). Weutout. In chapter 6 we describe volume rendering
will refer to these volumes as seismic attributes.  for displaying the cutout and the surroundings and
Coming up with a good visualization of inter- We specify how this is integrated with the rendering
preted data can be difficult, therefore we propos@f textures during ray casting. Finally future work
to use illustrative techniques. lllustrations are be-&nd conclusions are presented in chapter 7. The bot-
ing used when there are certain high level aspect®m half of Figure 2 shows a high level overview of
of a complex image, such as interpreted informathe paper.
tion, that need to be communicated in a simple way.
Rendering of interpreted seismic data as illustra-
tions has several advantages. It simplifies the visu-
alization and emphasizes the elements of interest in
order to disseminate gained knowledge from the in-
terpretation process. Making a good illustration for
scientific purposes takes time. Being able to ren- N
der geological illustrations is advantageous both for %horizons ﬁ faults
quickly creating static images to illustrate geolog- ~. 7
ical books and for interactive oil exploration when -
interpreted survey data needs to be communicated jover 1}
as part of decision making. ]

seismic survey

seismic attribute
volumes

[ ‘ reflection 7 N Vp/Vs
J

seismic interpretation

layer parameterization

parameterization volume

Interpreting seismic data is a time consuming
manual process and it is important to verify the in-
terpretation with the underlying data source. By
combining visualizations of interpreted and uninter-
preted data it is possible to perform comparisons
and look for deviations. This is another goal in
our work. We propose to visualize the interpreted
data as geological illustrations and to visualize un-
interpreted data using color coded cutting planes
and regular volume rendering. We present how to
combine these two representations. The user carigure 2: Overview of the process from data col-
control the balance between these two visualizatiofection to visualization. The paper covers the lower
styles to fit his or her needs. For interdisciplinarythree colored rectangles in chapter 4, 5 and 6.
communication reasons visualizations can be made
to have the right balance between interpreted data
which contains semantical information understand-

2 Reated work

able by lay men to uninterpreted data which con-
tains the information-fich underlying data matenaIWe first review work dealing with illustrative tech-

understandable by domain experts. niques and then review work in the field of seis-
To our knowledge the concept of creating automijc visualization. lllustrative rendering is a non-
matiC i||ustrati0ns Of SeismiC da.ta. haS not been thorphoto realistic visualization technique using the ad-
oughly explored before, neither in the geophysics/antages of conveying information through illustra-
nor in the visualization research community. Wetjons. In recent years several illustrative rendering
also believe this applies to combined rendering otechniques, mainly in the domain of anatomical vi-
interpreted and uninterpreted seismic data. sualization, but none in the domain of seismic visu-
We start with related work in Chapter 2. After an alization, have been proposed. Some of these tech-
overview in Chapter 3 we describe the calculatiomiques deal with applying textures from reference
of the texture flow in chapter 4. In chapter 5 weimages.
use the calculated flow in combination with texture Owada et al. [11] present an interactive system
transfer functions to texturize the cutting planes orfor texturing arbitrary cuts through polygonal ob-
the side faces of the cubical subsection and on thgcts. The user defines the texture flow by spec-

layer texturing rendering cutouts and surroundings
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ifying a flow field and a distance field on the cut In the domain of seismic processing
which is used in the texture synthesis to create a texseoChron [10] is a formal model for parame-
ture on the cut that follows the flow. Their method terizing the layers defined by faults and horizons.
is general and therefore requires user interaction tthe GeoChron model allows for several inputs
specify the deformation and the texture. We calcuwhich act as constraints to the parameterization.
late a parameterization up front so texturing can bdt considers the physical processes behind the
achieved quickly and without the need for texturedeformation whereas our parameterization is
synthesis. In our approach many of the parameterfullly defined by the fault and the horizon data.
defining the visualization are known prior to render-We believe that for illustration purposes a less
ing, therefore less user specification is required  physically accurate and computationally less
There are also several papers dealing with texi_ntensive algorithm requiring a minimal amoulnt qf
tures in medical volume rendering. Lu and Ebert [9]"PUt and expertise such as our parameterization
generate illustrative renderings of color and scalafs Préferable.  However since our visualization
3D volumes by applying textures sampled from ”__algorlthm is decoupled from the parameter_lzat_lon,
lustrations and photographs. 3D textures are creatdfwould also accept a GeoChron parameterization.
by combining color information from the illustra- ~ Cutouts on seismic data and interaction in VR
tions with 3D volume data of a corresponding areaWwas presented in the work by Ropinski et al. [13]
Finally the 3D textures are made tileable with Wanghere they use volume rendering with two trans-
Cubes. With segmented volume data they apply ther functions. One transfer function is used for the
corresponding 3D textures on each segment. Witolume inside a user defined box and one trans-
unsegmented scalar data they use a transfer funfer function is used for the volume outside. We
tion to map scalar voxel values to the 3D texturedncorporate and extend this concept in our work.
in a similar way to what we propose. They do notSeveral papers on visualizing seismic data exist.
deal with multi-attribute texture transfer functions Some deal with automatic horizon extraction [2]
and with deforming the textures to follow the un- OF fault extraction [2, 7], others deal with handling
derlying flow of the data as we do. In addition their!arge volumes [2, 12], but none deal with illustra-
method of calculating the textures is tailored to haniive rendering. Somewhat related is the disserta-
dle 3D textures whereas we use 2D textures. tion of Frank [5] where the GeoChron parameter-

. ization [10] is used as a lookup to unfold and flat-
Dong and Clapworthy [4] present a technique o .
) i . ten a seismic data volume. In commercial systems
that achieves 3D texture synthesis following the tex-_". " ° : - .
. . : seismic attribute data is presented with volume ren-
ture orientation of 3D muscle data. Their algo-

rithm has two steps. First they determine the tex-OI ering and geometric surfaces are used to present

ture orientation by looking at the gradient data thOI’IZOI‘\S and faults.
the volume and by using a direction limited Hough

transform. Second they perform a volumetric tex-3  Qyerview of the rendering process
ture synthesis based on the orientation data. In our

work, instead of considering the volume for evalu-oyr methods render interactively the illustrative
ating texture flow, we consider the geometric layerssasiures found in geological images. Texturing is
In addition the texture synthesis of Dong and Clap-chieved by rendering deformed 2D textures on the
worthy has the drawback of not working on texturesayierior side faces of the roaming box and on the
yvith Iarge interior variation as textures in geolodiCinterior side faces of the cutout. For each layer the
illustrations commonly have. user assigns a texture and the texture’s horizontal
Wang and Mueller [14] use 3D texture synthe-and vertical repeat rate. To also represent seismic
sis to achieve sub-resolution zooming into volumet-attributes the user can assign textures and opacities
ric data. With 2D images of several zoom levelsto intervals of the seismic attribute values. These
of a tissue, they synthesize 3D volume textures foattribute textures are then blended and laid over the
each level and use constrained texture synthesis dumyer textures. We represent extruding features in
ing zooming to blend smoothly between the levelsthe cutouts by volume rendering using a color trans-
They address the issue of sub-resolution details bdér function together with a depth based opacity
do not consider texture flow. transfer function. The opacity is a function of the
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layer depth and the transparency can be set to ré-irst the upper and lower horizon of the slab is
strict volume rendering to certain layers or to cer-extended by extrapolation (see dotted lines in Fig-
tain depths within a layer. Also in the surroundingure 3a). We do this extension to get a correct vol-
area outside the cutout we perform volume renderumetric parameterization close to the vertical slab
ing that can be restricted to certain layers or to cerborders. Then the lower horizon surface is parame-
tain depths within a layer. In the surrounding areaerized and the depth parameteiis calculated for
the voxel colors are equal to the average color ofthe volume, (see curves in Figure 3b). Finally the
the 2D texture used in the layer the voxel is in. This2D parameterization of the lower horizon is pro-
gives a consistent coloring with the cutting planejected into the volume along the gradient field of the
textures as can be seen in the bottom of Figure 2 and parameter (blue curves in Figure 3c), resulting in
the top of Figure 10. There we render opaquely the 3D parameterized slab.

top and bottom horizon with the average color of the

2D texture in the horizons. To visualize the unin- gy g
terpreted seismic data we render the cutting planes "9
and the surrounding volume with the color trans-
fer function used for the cutout volume rendering.
The user can smoothly change between the uninter-
preted data rendering and the interpreted illustrative
textured rendering by changing the blending factor.
An overview of the texturing process can be seen
in Figure 6 while the lower part of Figure 2 shows
how the texturing fits into the 3D visualization. In
the next three chapters the details of the visualiz
tion process described above is presented.

aI':igure 3: A 2D version of the steps needed for pa-
rameterizing a slab is shown in a-c. The world and
the parameter coordinate system is shown in d.
4 Layer parameterization ) o
Letw, = {z,y,2} € R® be a point ini¥ (orld
We parameterize the volume to render 2D planafPace), and, = {u,v,w} € R® be the corre-
textures following the flow of the layers and to SPonding point in°(arameter space). We represent
achieve depth controlled volume rendering. Usinghe mapping froniV to P asP : W — P where
the coordinate system shown in Figure 3d we define _ _
horizons as non-intersecting surfaces stacked in the ** Plwp) = {Pulwp), P (wp), Pu(wp)}
z-direction of the typez = H(z,y) and faults as  Let minpper (wp) @andminiewer(wp) express the
non intersecting surfaces stacked in the x-directiofeuclidean distance fronw, to the closest point on
of the typex = F(y,z) or in the y-direction of the upper and lower horizon respectively. Tie
the typey = F(z, z). The faults, horizons and the parameter, or layer depth, is defined as:
side faces of the roaming box divide the volume into
subvolumes which we will refer to as slabs. Con- P, (w,) = — -
versely, each of these slabs is horizontally confined Miniower (Wp) + MiNupper (Wp)
by what we will refer to as the upper and lower hori-min.,,, e, andmingowe, are found by discretizing
zon and are laterally confined by fault surfaces anghe upper/lower horizon into a point cloud. For
the side faces of the roaming box (see Figure 3a). discretizing we linearly subsample the horizon grid
There exists no unique solution to parameterizéour times, and store the points in a kd-tree for effi-
a volume. We have designed the parameterizatiooient searching. Note thd, does not express the
so that it represents the slabs in a flattened versiogistance to the closest surface as found by a distance
where horizons and the layer between are planatransform, but the relative distance between the up-
Figure 3d shows the parameterization coordinat@er and lower horizon, it maps the lower horizon to
system(u, v, w) embedded in the world coordinate 0, the upper horizon to 1 and is linear in between. In
system(z, y, z). effect it flattens the layer and defines a local depth
The parameterization consists of several stepsneasure on it. See curves in Figure 3b.

minlower (wp)
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We now have av parameterization of the slab.
The(u, v) values in the slab are found by projecting
the (u, v) values from the parameterized lower hori-
zon, which is described in 4.2. Projections into the
volume is done along the streamlines seen as blue
curves in Figure 3¢ which are defined by the vector
field VP,. VP, is calculated using central differ-
ences. For each voxel we trace along the streamline
in the opposite gradient direction toward the lowergjgyre 4: The parameterizatioRGB volume.
horizon, seen as a green arrow in Figure 3c. We asyhite lines have been added on horizons. There
sign to the voxel théu, v) value of the intersected js 4 color change across the fault due to shifting and
point on the lower horizon. scaling of theu parameter.

Assigning(u, v) values for the voxels inside the

slab that are close to the vertical slab borders might o . . .
resultin streamlines leaving the slab and entering ali"@9€s with illustrative quality. The two following

area whereP,, has not been calculated. See greel§ections will dgscribe the horiz.0n .extrap.olation and
arrow in Figure 3c. We have extended the horizond"® Pottom horizon parameterization which was as-
with the method described in 4.1 prior to thepa- sumed to be done prlorFo the Igyer parameterization
rameterization and prior to the, v) parameteriza- PUt Were not explained in detail.

tion of the bottom horizon. By doing this we have

gradient data outside the slab as well as a parany 1 Horizon extrapolation

eterized surface outside the lower horizon which

makes it possible to calculate streamlines leavindgror parameterization of areas close to the vertical
the slab. The parameterization procedure ensuresdab borders we need surface information beyond
that the(u, v) parameterization is orthogonal to the the horizon borders as described earlier. To achieve
w parameterization which in turn will result in an- this we carry out a simple surface extrapolation in
gle preservation in the 2D textures. The parameteriall directions. First we extrapolate the surface in
zation works well for surfaces of low curvature andpositive and negative direction by considering the
without folds as seen in this application but wouldsurface as a collection of curves parallel to the
require some extension for handling other types ofixis and extending the endpoints of the curves in
surfaces. tangential direction. See normals and dotted lines

Figure 3a. We then do the same procedure on

The parameterization is done on each slab and i'% ) 8 " o
stored in an RGB volume consisting of the v, w) the resulting surface in positive and negativei-
’ f ctions. Finally we crop the horizons so that their

parameters. The parameters of each slab are all frctions
the [0, 1] range. To encode segmentation informaProiections to thery plane are rectangular and so

tion for each slab we scale and shift theand « that sufficient data exists beyond their original bor-

parameter values. Each layetisvalues are scaled ders_. On our data we ended Up.W'th a heur!stlc ex-
and shifted such that values go from 0 at the IoweFe,nS'o,rl of 20 percent of the hOI’I.ZOI‘l length in each
horizon in the bottom layer to 1 at the upper hori_dlrecnon tp correctly parameterize the areas close
zon in the top layer with each layer having equallyto the vertical slab borders.

sized intervals. Similarly, the values are scaled

and shifted on each side of the fault. Atthe leftsideg > grface par ameterization

of the fault in Figure 4 the, values are between

0 and 0.5 and on the right side they are betweefror the (u,v) parameterization of the lower hori-
0.5 and 1. The segmentation information is usedon surface we calculate a parameterization that lo-
for having different textures in different layers andcally minimizes the area distortion. Red dots on
possibly on different sides of faults. The parame-+igure 3b show the corresponding 1D version. The
terization is not meant to be geologically accuratgparameterization is created with the CGAL library
but to act as a tool for 2D texturing and depth de{1] using the discrete authalic parameterization [3].
pendent volume rendering. The goal is to achiev&he parameterization definés, v) values for each
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vertex on the surface. The parameterization is con-  (a8)% (b}
strained by giving initial values to the surface bor-
ders whose projection to they plane forms a rect-
angle due to the surface extrapolation. For the initial
values we clockwise assign the border vertices with
values (0,0) (0,1), (1,0) and (1,1) and interpolate
the values along each edge with equidistant spac-
ing. We now have du,v) parameterization of the
lower horizon and a parameterization of the slab.

4.3 Interpolation problem around hori-
zonsand faults

The parameterization volume is a discrete specifica-

tion of our parameterization function. With trilinear Figure 5: Fault and interpolation problems. In a)
Samp”ng we get a smoother function which hOW_“near interpolation is used. In b) eXtrapOlation as
ever leads to invalid interpolation in cells on slabdescribed in 4.3 improves the quality. In c) we
boundaries where the eight cell corners are in difSee the parameterization of the zoomed-in rectangle
ferent slabs. We calculate new values for the invaligvith extrapolation as opposed to without in (d). In
corners by extrapolating from valid neighbor val- (€) we see the parameterization with nearest neigh-
ues. Then we perform the trilinear interpolation forPor interpolation showing the resolution of the pa-
the new corner values on the GPU. The extrapolat@meterization.

tion will try to assign a new value for invalid corners

by considering the comer’s two neighbors in posi-ya1hoq the 2D textures maintain coherency when
tive x direction. If both are valid then their values moving the cutting planes and we have better con-
are linearly extrapolated and assigned to the comef,| o\er the repetitive appearance than for 3D tex-
If not, then the search continues in negativirec- -5 However we need to define a transformation
tion and then similarly iy andz direction. In rare from 3D parameter space, v, w) to 2D parameter

occasions the procedure fails to extrapolate all th%pace(u’ v"). The mapping is straightforward. For
invalid corner values and an erroneous interpolatiorgexturing’in thez= plane we use théu, w) values

is performed. The resulting artifacts will be notice—fOr texturing in they = plane we usév, w) and for
ably only at the slab borders and will be of the Samqexturing in thezy plane we uséu, v) 7\/alues. The

size as avqxel in the parame_terlzatlon volum_e. Th‘?napping conserves the angle preservation property
procedure improves the quality of the renderings 3¢ the 3D parameterization.

can be seen in Figure 5.

44 2D texture mapping on axis-aligned S Layer texturing

cutting planes . i
9p This chapter presents three transfer functions that

Our parameterization volume now makes it possiare being used together to texture and color cutting
ble to apply an undeformed 3D texture stored in paplanes. First we present the layer texture transfer
rameter space and deform it into world space forfunction, abbreviated as layer TTF. It assigns tex-
texturing voxels in our layers. However this would tures to each layer. Then we present the scalar tex-
require to first generate 3D textures which is a reture transfer function, abbreviated as scalar TTF.
search topic in its own as investigated by Lu andt assigns textures and opacities to regions having
Ebert [9]. Since we are going to texture axis-seismic attribute values in certain ranges. The re-
aligned cutting planes as done in geological illustrasulting scalar TTF texture for a cutting plane is
tions we can reduce the problem to a 2D texturingolended according to its opacities with the layer
problem. This has several advantages. 2D tileabl&TF texture using the over operator. The com-
textures are easy to generate, take little space, arined results are cutting planes with deformed tex-
can be sampled from illustrations directly. With ourtures similar to the ones in geology illustrations.
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Finally we present the concept of smoothly mov-no horizons are visible, and also when zooming be-
ing from illustratively rendered cutting planes to yond the resolution of the seismic attribute volume.
color coded cutting planes. Here seismic attributédn such sub-resolution scales color transfer func-
values are mapped to colors using a color transfetions yield blocky or monotonous colored results
function, abbreviated as color TF. See Figure 6 fomwhereas textures give aesthetically pleasing results.
an overview and Figure 7 for a texture example One canimagine zooming past the attribute volume
Visualizing horizon, fault, deformation and seismicresolution when inspecting overlaid high resolution
data, such as bore well core data.

~ 3D layer parameterization

high and low
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Figure 7: Combination of layer TTF and scalar TTF

Figure 6: Overview of how textures are combined.forthe reflectance volume. The brown brick texture

Layer TTF, scalar TTF and color TFs are explainedtShOWShareas of h'grf] lscalar vlaluesl and the violet tex-
in5.1, 5.2 and 5.3 respectively. ure shows areas of low scalar values.

attribute information through textures has severa] .

advantages. By looking a? Figure 7 one sees tha‘i"1 Layer texturetransfer function (TTF)
textures communicate the |d, orientation and COMTQ texture the Cutting p|anes we use H0, B tex-
pression of layers on a local scale. An example isyres with wrap-around and bilinear filtering. They
given with the two small patches in the black circlesare taken from geological illustrations, and mapped
in Figure 7. The texture of a patch reveals its layefpn the layers. We use a layer TTF that maps from
id. The angles in the texture express the orientatioB, yoxel'sw parameter value to a texture id, a hori-
of the layer in that area. Compression is presentegontal and vertical texture repeat rate and an opacity
through the vertical texture repeats in a layer. Sincgg|ye: layeryp(w) = {layerld, hyep, Vrep, o'}

the vertical texture repeats are constant throughouthe opacity value is only used later in the cutout
the layer (there are always 16.5 bricks stacked iolume rendering. Since varies in distinct inter-
the height in layer 1 in Figure 7), compression will ya|s for each layer, each layer can have its own tex-
be high where the layer is thin and low where thetyre assigned. Texture variations within one layer
layer is thick. It is possible to see that the texturesych as having different textures in the top and bot-
patch in the left circle is slightly more compressediom half of the same layer or having different tex-

than the texture patCh in the I’Ight circle of Figure 7.tures on each side of a fault is also possib|e.
Finally, by letting both the horizontal and vertical

texture repeat rate be a function of an un_olerlylngs.2 Scalar texturetransfer function (TTF)
scalar value, scalar data can be presented in the tex-
ture as seen Figure 8. All this information is com-While the layer TTF represents the interpreted hori-

municated with textures even on zoom scales whereons as textures, the scalar TTF represents uninter-
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reted seismic attribute data as textures. The scalar N
P @) =

TTF is equal to the layer TTF except that it is the ——

seismic attribute values that are used as look up val- -\\

ues. This makes it possible to control the textural g
. . . \\ e

appearance for regions on the cutting plane which N

have seismic attribute values in certain ranges. The  (B) TN __ g

4

scalar TTF texture is overlaid on the layer TTF tex- \
ture using the over operator. Thevalue defines its \

transparency in the various regions. This combined BN =
view expresses how individual seismic attributes re-
late to layers, i.e., if intervals of an attribute are con-

fined within certain layers or change significantly

(or subtly) between layers. It also represents a uniFigure 8: Layer TTF, scalar TTF and color TF com-

fied visualization of layer data and seismic attributebined. Instead of using different textures on inter-

data through textures. vals of the scalar values we use the same texture
Typically the repeat rates of a scalar texture aravith four different repeat rates. It is difficult to dis-

taken from the layer it is drawn on. However the C€™M the textures in a). In b) we blend in colors from

user can set multiplicative factors in the repeat vaifhe color TF to more easily discern the textures.

ues in the scalar TTF to change this. We do this by

default so textures can maintain the same repeat fa(ffansition from one mode to the other but also in-

tors when crossing layers of different thicknesses

For a layer twice as thick as another one the Verti_froduces an intermediate rendering mode where in-

cal repeat of the thick layer’s texture will be half of terpreted data is superimposed on the uninterpreted
- , ; data. The balance between the two data sources can
the thin layer’s. A scalar texture crossing the lay-

: be adjusted to get what the user perceives as an opti-
ers would abruptly change its repeat rates. To have . .
al balance between the rendering techniques. See

consistent repeats across layers as can be seen t_Br 10

the brown brick texture in Figure 7, the user can igure 10.

change in the layer TTF the vertical repeat for the

thin layer to half of what it is for the thick layer. 6 Rendering cutouts and surround-
The selection of repeat rates for the textures is ings

highly dependent on the degree of zoom. When

th?c?mlnhgfr(;Utﬂéﬁ;(gjr{giv\k/\ng 2§0ﬁfe:\;‘et?]easwﬁ1?Ln§VVe implement volume rendering with one transfer
9 d 9 y function for the cutout and another one for the sur-

perceived as being too low frequent. For this réa | ndinas to supnort different rendering stvles. B
son we multiply all the repeat factors with a global 9 PP g styles. by

) o oing this we can achieve rendering of extruding
user definable repeat factor which is manually se . .
: eatures in the cutout and opaque ground rendering
according to the zoom level.

in the surroundings as seen in geological illustra-

tions.
5.3 Rendering uninterpreted and inter- For volume rendering in the cutout we use the
preted data color TF on seismic attribute data introduced ear-

lier. To specify transparencies in the volume ren-
To inspect the uninterpreted data directly on cuttingdering we extend the color TF with an channel.
planes we apply the color TF on the scalar values oBy multiplying a voxel'sa value from the color TF
a seismic attribute. We also introduce the concepith the o value from the layer TTF we can adjust
of a continuous transition from illustrative render-the transparencies based on thealue of the sam-
ing of interpreted data to rendering of uninterpretedple. Now we can do volume rendering on selected
data. The transition is done by smoothly blendingayers by manipulating the in the layer TTF and
from visualizing textured cutting planes to visualiz- making layers transparent or semitransparent.
ing cutting planes colored by the color TF with seis-  For visualizing the surroundings we do volume
mic attribute values. This not only gives a smoothrendering where each voxel is given the average
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color of the 2D texture at the voxel position. Thethe cutout is used (red segments) until the cutout
average color is precalculated for each 2D texexit point is reached. If the cutout exit point is in-
ture. The opacity is controlled by a separate opacside the parameter volume texturing is performed
ity transfer function for the surroundings. It maps(yellow border). If not, ray casting with the trans-
the w parameter to opacities enabling a layer ori-fer function for the surrounding is performed until
ented volume rendering of the surroundings. Thahe exit point. A ray is always terminated if opacity
opacity can then be set for instance to render certaireaches 1.
horizon surfaces or layers semitransparently. When By doing volume rendering only on selected lay-
performing smooth transitions from rendering of in- ers we can easily achieve the effect seen in geologi-
terpreted data to rendering of uninterpreted data weal illustrations of extruding layers in the cutouts.
go from using the average color of the 2D texture afor exploration of the seismic data this is useful
the voxel position to using the voxel’s color accord-when the user wants to consider only one layer at
ing to the color TF and the seismic attribute valuea time. For instance the oil reserves are typically
at that position. In the images of this article we ren-trapped between horizons in so called reservoirs. If
der the top and bottom horizon opaquely to get arthe expert wants to perform volume rendering to ex-
opaque ground as seen in geological illustrations. plore such a reservoir it would be natural to con-
In the following paragraphs we describe how vol-fine the volume rendering to the layer the reservoir
ume rendering is combined with texturing of theis in. See the bottom of Figure 1 for an ex