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Abstract—Camera shakes and moving objects pose a severe
problem in the high dynamic range (HDR) reconstruction from
differently exposed images. We present the first approach that
simultaneously computes the aligned HDR composite as well as
accurate displacement maps. In this way, we can not only cope
with dynamic scenes but even precisely represent the underlying
motion. We design our fully coupled model transparently in a
well-founded variational framework. The proposed joint optimi-
sation has beneficial effects, such as intrinsic ghost removal or
HDR-coupled smoothing. Both the HDR images and the optic
flows benefit substantially from these features and the induced
mutual feedback. We demonstrate this with synthetic and real-
world experiments.

I. INTRODUCTION

Many modern cameras have an auto exposure bracketing
mode that creates a sequence of images with varying exposure
times. This option of capturing differently exposed low dy-
namic range (LDR) images can be exploited to recover a larger
dynamic range of the scene that goes beyond the contrast range
of the sensor. However, standard methods require perfectly
aligned images to compute the high dynamic range (HDR)
composite. In a practical scenario this requirement is often not
fulfilled: Even small camera shakes or moving objects lead to
severe artefacts in the final result.

Most previous research on HDR imaging of dynamic
scenes tries to compensate for this motion by preprocessing
the LDR images before fusing them. However, since the
alignment and the HDR reconstruction highly influence each
other, it would be natural to solve them in a joint ansatz
that benefits from mutual interactions. In contrast to existing
methods, we are not only interested in a nice-looking image
with high contrast, but also in an accurate representation of
the scene motion. On the one hand, this opens the possibility
for further computer vision tasks that are based on precise
motion estimations such as inter-frame computation, scene
understanding and many more. On the other hand, in this way
we want to ensure that only pixels are merged in the composite
that belong to the same object. This is particularly desirable
if the physical correctness of the computed HDR irradiance
values is of great importance.

Contributions: The goal of our paper is to pursuit
this joint ansatz by proposing a fully coupled approach that
simultaneously computes

(i) the aligned HDR irradiance map,
(ii) the dense and accurate optic flow field for each image.

Our model is based on an energy functional that is simul-
taneously minimised w.r.t. these two quantities. Although
our functional is composed of relatively simple and intuitive
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Fig. 1. Given a set of unaligned images taken with different exposure times
(first row), we simultaneously compute the optic flow fields (second row, left
and right) and the aligned HDR composite (second row, middle). In this way,
we can cope with camera as well as object motion. Here, the camera is shaking
while the rabbit moves from frame to frame.

assumptions, the resulting overall model turns out to be very
powerful. We show that the inherent feedback among the HDR
irradiance map and the optic flow is extraordinarily beneficial
for the quality of both estimates.

Outline: We start with a discussion of related work
in Sec. II. Subsequently we present our observation model
(Sec. III) that builds the basis of the energy functional in
Sec. IV. After its algorithmic realisation in Sec. V, we demon-
strate the performance of our approach (Sec. VI). Finally, we
conclude the paper with a summary and an outlook in Sec. VIIL.

II. RELATED WORK

The pure HDR reconstruction problem with perfectly
aligned LDR images has been widely researched in the last
two decades; see e.g. [1], [2] or the book of Reinhard et al. [3]
for a broad overview. More recently, there has also been a
lot of research tackling the problem of motion in the HDR
acquisition pipeline. In general one can distinguish two classes
of algorithms: ghost rejection and image alignment.

Assuming the images to be globally aligned, the task of
the so-called deghosting methods is to identify and eliminate
remaining motion artefacts that may show up as ghosts in the
final HDR image. An extensive and detailed review of these
deghosting methods is beyond the scope of our paper. For
this purpose, we would like to refer to the recent survey of
Srikantha and Sidibé [4] and references therein.

Our approach is conceptually different from those deghost-
ing techniques. Rather, it can be attributed to the image
alignment methods that try to register all parts of the images.
This generally allows to fuse all available information in the
HDR composite. Contrary to early approaches (e.g. Ward [5])
that assume one global transformation for each image, the
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following techniques perform a local registration of the images
under generally arbitrary motion patterns. Kang et al. [6] align
the LDR images by first computing a global transform for the
whole image and afterwards refining this motion field with a
local optic flow approach. Similarly, Menzel and Guthe [7] as
well as Mangiat and Gibson [8] perform first a block matching
approach that is locally refined afterwards. Both methods are
equipped with an additional post-deghosting step to account
for remaining misalignments. Hu et al. [9] make use of an ad-
vanced patch matching algorithm to find corresponding image
regions. Also this method contains a deghosting step after the
registration to handle wrong correspondences. In their follow-
up work [10], they explicitly improve the handling of saturated
regions. Zimmer et al. [11] pre-register the images with a dense
energy-based optic flow method. Hereby, they assume that the
image gradients stay almost constant under varying exposure
times. In this context Gupta et al. [12] propose an exposure
bracketing technique to enhance the accuracy of existing optic
flow methods that are applied for the pre-alignment step. Most
related to our idea is the paper of Sen et al. [13]. In contrast to
a decoupled pre-alignment, they are the first to jointly estimate
the aligned input images and the HDR composite. However,
in contrast to their method we do not only output aligned
images. In fact, we also compute accurate representations of
the scene motion (optic flow) which may serve as input for
further tasks. Moreover, our model incorporates the camera-
specific response function explicitly. First, this allows us to
refrain from a preliminary transformation of the LDR images
to the linear domain as required in the method of Sen et al.
Second, and even more important, it allows our optimisation
to adapt to the shape of this function in an accurate way.

III. OBSERVATION MODEL

We assume that the unknown HDR irradiances r(x) are
related to the observed LDR images fi;(x), ¢ = 1... N, via
the camera response function (CRF) ® as follows:

fi(x) O(t; - r(x)), (1)

where & = (z,y) " denotes the position on the 2D rectangular
image domain € R?, and ¢; the exposure time corresponding
to f;. As mentioned in the introduction, varying the exposure
times and merging the differently exposed images allows to
reconstruct the HDR content of the scene. W.l.o.g. we assume
that the CRF ® maps the incident light energy ¢;-r(x) to the
interval of 0 and 1. After this mapping, the values are quantised
and stored with a certain amount of bits per brightness value.

Equation 1 only holds for a stack of perfectly registered
input images. However, even small camera shakes or moving
objects break this assumption. Hence, to account for such
motion, we modify our model in the following way:

file + wi(x)) = (¢t -r(x)), 2)

where w;(x) = (ui(x),v;(x))T denotes the displacement
field, i.e. the optic flow. More precisely, an optic flow vector
field w; : Q — R? allows for each position  in the irradiance
map r to specify the corresponding position x4 w;(x) in
the unaligned input image f;. Thus, once the optic flow
has been computed, the registration of the input images is
straightforward. For the sake of readability, we will from now
on omit the argument x of w; and 7.
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IV. VARIATIONAL APPROACH
A. Energy Functional

Let us now embed the discussed observation model as data
term into a variational framework. To this end, we develop an
energy functional whose minimiser yields the irradiance map
r as well as the optic flow W :=(wy, ..., wy). Basically our
energy consists of three main components:

N N
E(r,W) = /(ZMi+a~ZSwi+5-Sr> dz. (3)
Q =1 =1

Every LDR image yields one data term
M, = q/((f,-(m +w;) — Bt 7"))2) @

that represents the proposed observation model: For each
position & 4 w; in the image f;, the measured brightness value
should be similar to the “predicted” brightness value that is
computed by ®(¢; r). We penalise the difference between those
two quantities with the sub-quadratic function

V(%) = V224 €2, Q)

to achieve a robustness w.r.t. outliers, caused e.g. by occlusions
or noise.

€e>0,

The regularisation terms
Swi = |Vu;|* + [V, |? (6)

reward smooth flow fields and a smooth irradiance map,
respectively. Here, V := (0,,0,)" denotes the standard 2D
gradient operator. Last but not least, the positive parameters «
and [ allow to steer the respective amount of smoothing.

and S, = |vr)?

We select the image with the fewest saturated pixels to
be the reference, to which the final irradiance map should be
aligned. Consequently, the flow field w.s corresponding to the
reference frame fi.r is obviously identical to O everywhere.

B. Minimisation

According to the calculus of variations, the minimiser of
the energy (3) must necessarily fulfil the so-called Euler-
Lagrange equations. With the abbreviation

= W ((fi( 4 wi) - (1)) @

they read for the flow variables u; and v; as follows:
;- (filetw;) — O(tir)) - Ou fi(x+w;) — alu; =0, (8)
U (fi(x+w;) — (i) - Oy fi(x+w;) — alv; =0, (9)

and for the irradiance part
N

> (@’(tir)-ti s (fi(:c+wi)f<1>(tir))) + BAr = 0.
= (10)

The corresponding homogeneous Neumann boundary condi-
tions read

n'Vu; =0, n'Vy;=0, and n'Vr=0, (11

where n is the outer normal vector to the boundary of €.



C. Discussion

In contrast to previous HDR reconstruction methods, we
define our data terms (4) in the intensity domain and not
in the irradiance domain, i.e. we do not apply the inverse
camera response function. This seems at first glance like a
small change. However, it turns out to be very pivotal as we
will see in the following paragraphs.

1) Selective Weighting: To compute the irradiances r in
(10), the product ®'(¢;r) - t; by construction provides an
intuitive weighting of the different LDR images. First, the
derivative of the camera response function ®’ is a natural
confidence measure of the intensity values that accounts for
quantisation noise and saturated pixels [1]: The smaller the
derivative of the CRF, the larger the quantisation noise and
the less the resulting weight of the considered brightness
value. Second, the additional weighting by the exposure time
t; accounts for the fact that images taken with longer exposure
times contain less sensor noise and thus, should get a higher
weight [14]. In other words, larger exposure times stretch the
irradiance range in such a way that small values are quantised
more finely, which consequently yields less under-saturated
pixels.

Contrary to the irradiance computation, the discussed
weighting term ®’(t;7) - t; does not show up in the Euler-
Lagrange equations (8) and (9) of the optic flow. This is an
advantageous property that naturally arises from the carefully
designed energy, too: If the estimated irradiance or rather the
predicted brightness value ®(t; ) suggests that a pixel should
be saturated in the i-th input image, we do not discard this
information. Instead, we make optimal use of this knowledge
by implicitly enforcing the matching of over- and under-
saturated pixels.

2) Inherent Deghosting: Besides the described discrimina-
tive weighting of the intensity values, the term ®'(¢;r) - ¢,
plays an additional useful role in the irradiance computation. It
intrinsically performs ghost removal by an intuitive plausibility
check: The estimated irradiance r yields the predicted light
energy t; r. If this prediction is larger than 1, ®' vanishes and
we do not consider the corresponding brightness value f; in the
irradiance computation since it is physically not meaningful.

In addition, this ghost removal behaviour is substantially
supported by the robustified data terms (4). From an optic flow
point of view, the penaliser ¥ increases the robustness w.r.t.
outliers. For instance, such outliers can be caused by noise
or occluded regions, i.e. parts of the reference image that are
not visible in the other frames or vice versa. However, in our
setting, the nonlinear terms W} also appear in the computation
of the irradiance map in (10). Here they play a different
but nevertheless important role: If the motion estimation is
incorrect in some parts of the image, the brightness value
fi(x + w;) differs significantly from its prediction ®(¢;r).
Fortunately, the proposed penalisation function handles these
cases and weights those terms down that would cause artefacts
in the HDR image. This leads to ghost-free images which
further help to improve the motion estimation, and the other
way around.
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D. Anisotropic Modification

The optic flow smoothness terms S,,, in (6) lead to the
Laplacian terms Aw; and Awv; in the Euler-Lagrange equa-
tions (8) and (9). They provide an isotropic diffusion of the
flow fields that is equal in all directions. However, such a
smoothing is not always desirable: We clearly do not want to
smooth across object structures if the motion differs between
the objects. To this end, we adapt the amount of smoothing to
the local structure in an anisotropic way. Inspired by [15], we
propose a novel joint irradiance- and flow-driven smoothing
that is steered by 2x2 diffusion tensors D);. These tensors are
constructed from the normalised vectors s; and so that point
along and across edges of the evolving HDR image; i.e. they
are given by the orthonormal eigenvectors of the irradiance
structure tensor

Gy * (V(Gyx1) V(G %1)) (12)

where G,x and Gy* denote convolutions with Gaussian
kernels of standard deviation p and o, respectively. The
corresponding eigenvalues of D, determine the amount of
smoothing and are computed by

9((sp Vuy)? + (s Vv;)?) with k=12 (13)
and with the Charbonnier diffusivity [16]
9(z%) = —— €>0. (14)

V222’
Finally, we exchange the homogeneous diffusion terms Au;
and Aw; by their anisotropic counterparts

le(Dl Vul) and le(Dz VUZ) s (15)

where div is the 2D divergence operator. The reliance on
the evolving HDR image instead of the LDR input images
(irradiance- vs. image-driven) is very advantageous: It even
allows to adapt to structures that are hardly visible (e.g.
saturated) in the single LDR images, but clearly distinctive
in the HDR composite which combines all information from
the whole exposure sequence.

In a similar way, we also apply such an anisotropic
modification to the smoothness term of the irradiances:

div(D, Vr). (16)

Here, the eigenvalues of the irradiance diffusion tensor D,
with eigenvectors s; and sy are determined by

g((sIVr)Q) and g((s;VT)Q).

Thanks to its edge-preserving property, the anisotropic diffu-
sion of the irradiances is particularly beneficial in the presence
of noise or under high ISO settings. This extends the work of
Rameshan et al. [17]. They showed (using isotropic smooth-
ness terms) that an incorporation of the denoising task in the
HDR fusion is preferable to a decoupled denoising of the input
images before composing the HDR map.

a7

E. Colour Images

For didactic reasons, we restricted ourselves to greyscale
images so far. However, an extension of our method to colour
images is straightforward: First, we perform a joint robusti-
fication of all colour channels, i.e. we sum up the channels



in the argument of ¥ in (4). Second, we use the combined
structure tensor [18] to determine the eigenvectors s; and so
of the diffusion tensors. To compute the eigenvalues of D,., we
add up the projections of all colour channels in the argument
of the diffusivity function g in (17).

V. ALGORITHMIC REALISATION

The Euler-Lagrange equations in Sec. IV-B form a non-
convex and nonlinear system of equations. Similar to [19],
we transform this nonconvex problem to a series of convex
subproblems. To avoid being trapped in local minima and to
handle large motions, we embed this series in a coarse-to-
fine pyramid approach. In each step, we solely compute small
incremental values of u, v and r. These increments are then
successively used to update the solutions from the previous
iterations. Hereby, all optic flow vectors are initialised with O
while we determine the initialisation of the irradiance map by
means of the reference frame fr.

Following Brox et al. [19], we apply in each subproblem a
lagged nonlinearity method to handle the occurring nonlinear
terms. With this procedure, we have to solve a sparse linear
system of equations in each intermediate step, while the non-
linearities are updated in an outer loop. We solve these linear
systems iteratively with a positivity constraint on the irradi-
ances. To this end, we apply a variant of the the GauB-Seidel
method, namely projected successive overrelaxation [20].

VI. EXPERIMENTS

Our experiments consist of two parts. First, we consider
a synthetic HDR scene (Sec. VI-A). The main reason for
the use of such a synthetic data set is the availability of
ground truth data that is particularly required for a quantitative
comparison of the optic flow fields. Second, the experiments in
Sec. VI-B show the performance of our method on a real-world
exposure series. To visualise the computed HDR irradiance
maps we apply the popular tone mapping operator of Fattal et
al. [21] (implementation: http://pfstools.sf.net/). Furthermore,
we applied a known (nonlinear) CRF for the synthetic scene.
For the real-world scene, we calibrated the CRF in advance
with a set of perfectly aligned images; following the method
of Grossberg and Nayar [22].

A. Synthetic Data Set

The tree input images of our synthetic data set are depicted
in Fig. 2. The exposure series shows camera as well as object
motion, and every LDR image contains large over- or under-
saturated regions.

Let us now compare our approach to state-of-the-art HDR
alignment methods, in particular to the optic flow-based
method of Zimmer et al. [11] and the patch-based methods of
Sen et al. [13] and Hu et al. [10]. Since Zimmer et al. and Hu et
al. do not output an HDR image directly, we used their aligned
images as input for the HDR algorithm of Robertson et al. [14]
(implemented in the pfstools). As mentioned, a comparison
with pure deghosting approaches is out of the scope of our
work (cf. Sec. II). Rather, we want to focus on methods that
do not “simply” reject moving objects but try to align all parts
of the input images. Otherwise, it would not be possible to
reconstruct the HDR content of moving objects. Additionally,
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Fig. 2. Synthetic data set modeled with Blender. The exposure times of the
three input images vary by 43 exposure values (EV). During the acquisition,
the camera is rotating clock-wise while the balloon is moving towards the top
right corner.

we want to stress that we are also especially interested in the
underlying scene motion: We consider the motion estimation
not only as a side-product, but rather as a valuable part of the
available information about the scene.

First we compare our approach with the state-of-the-art
method for optic flow-based HDR registration by Zimmer et
al. Figure 3 shows that while the method of Zimmer et al.
is not able to detect the motion of the balloon, our approach
yields very reliable flow fields. This observation is underlined
by Table I that rates the quality of the computed flow fields in
terms of the average angular error (AAE) [23]. Here, we also
see that our joint method clearly outperforms the recent optic
flow method by Demetz et al. [24] that is specifically tailored
to such illumination changes. It is worth mentioning that also
further pre-alignment tests with top-ranked optic flow methods,
which are not especially designed for such severe brightness
variations, produced unsatisfactory results. To summarise, the
computed flow fields demonstrate that our proposed coupled
computation of the irradiances and the optic flow is clearly
preferable to a decoupled optic flow-based pre-alignment. Our
joint optic flow computation marks the state-of-the-art in this
HDR setting.

Concerning the irradiance maps (cf. Fig. 4), it is obvious
that an additional post-deghosting step in the approach of Zim-
mer et al. is unavoidable. In contrast, our approach contains
such deghosting features inherently. This is very advantageous:
Obviously, it removes ghosts in the evolving HDR images.
On top of that, ghost-free HDR irradiance maps yield better
motion estimations; see e.g. irradiance-driven smoothing or
explicit enforcing of the mapping of saturated pixels. In this
way, our joint optimisation and the induced mutual interactions
successively improve both estimates and produce very accurate
final results.

As mentioned in Sec. II, Sen et al. also follow the idea
of a joint computation of the HDR image and the aligned
LDR images. However, due to the patch-based nature of their
approach they do not compute a meaningful displacement map
with sub-pixel precision. Unfortunately, they do not output a
displacement map at all. Thus, it is not possible to accurately
specify the scene motion which may serve as input for further
computer vision tasks. Regarding the HDR image, we observe
artefacts especially in regions that are saturated in one of the
LDR images like the sky region. Here, their algorithm produces
unpleasant results with low contrast.

Hu et al. do not explicitly exploit the benefits of a joint
alignment and irradiance computation since their goal is “only*
the alignment of the image stack — not the HDR composite.
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TABLE 1. QUANTITATIVE COMPARISON OF THE COMPUTED OPTIC

FLOW FOR THE SYNTHETIC DATA SET IN FIG. 2.

method AAE (in degree)
proposed 347
Demetz et al. [24] 5.17
Zimmer et al. [11] 12.60

Hu et al. [10] 44.20

Sen et al. [13] not provided

The final image looks visually similar to our result. Neverthe-
less, differences can again be found especially in the sky region
(Fig. 4, fourth row). Further, the unreliable displacement maps
in Fig. 3 (left) illustrate that the method does not always fuse
the correct pixels. This may result in visually attractive HDR
images but not in accurate, physically meaningful irradiances.

Last but not least, it is very important to note that Sen et
al. as well as Hu et al. extremely weight down the influence
of all other input images wherever the reference image is not
saturated. Hence, they do not make optimal use of all available
information which results in less accurate HDR maps.

B. Real-World Data Set

Let us now experimentally verify our observations on real-
world data. To this end, we consider a sequence of five images
each separated by one exposure value. Figure 1 (first row)
depicts three of these five images where again camera and
object motions are present. While all other methods have
problems particularly with the specularities on the window sill,
our final HDR image shows no such artefacts (cf. Fig. 5). Due
to the patch-based approach, the algorithm of Sen et al. even
produces new content in this region. This clearly illustrates
that optic flow is required to produce a reliable representation
of scene motion and thereby fuse the correct corresponding
pixels. In this regard, our flow fields in Fig. 1 (second row,
left and right) again show highly accurate motion estimations.

Limitation: There is one general limitation of all
warping-based optic flow methods that unavoidably carries
over to our approach: If the sequence is undersampled in
time such that small objects undergo a too large displacement,
the motion estimation tends to fail. Clearly, it is the task of
future research to overcome this drawback. To tackle it, an
interesting way may be the design of appropriate hardware
with sufficiently small time intervals between the differently
exposed images.

VII. CONCLUSIONS

We have presented the first fully coupled approach that
simultaneously computes the HDR irradiance map as well
as accurate displacement fields. Especially the introduced
feedback in this joint computation of the irradiances and the
optic flow turns out to be very beneficial. We have shown
that the proposed strategy is clearly preferable to a decoupled
optic flow-based pre-alignment, presented in previous work.
In contrast to existing patch-based approaches, our dense
displacement maps represent the underlying motion with sub-
pixel precision. This is particularly of great importance for
tasks that require precise motion estimations, such as object
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balloon

ground truth

Sen et al. Zimmer et al.

Hu et al.

proposed

Fig. 4. Visual comparison of the irradiance maps. The full HDR composites
(first column) with their zoom-ins (second and third column) illustrate clearly
that our method produces the most accurate irradiances.

removal, artificial motion blur generation or bullet time effects
in an HDR context. To conclude, we do not only produce
a nice-looking HDR image, we additionally compute accu-
rate motion estimations of the dynamic scene. In summary,
whenever optic flow is required in an exposure series, we
recommend to consider a simultaneous computation of the
HDR image and the flow fields as demonstrated by this work.

Moreover, thanks to the reliance on optic flow we believe
that our method is especially suited for continuous image
sequences. Thus, we intend to test and adapt it to the pro-
duction of HDR videos [6], [25]. Last but not least, the
explicit integration of the response function in our model
generally allows to additionally compute the CRF on-the-fly
if it is unknown. First experiments in this direction show very
promising results.
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