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Abstract. We present a novel deinterlacing scheme that makes conse-
quent use of discontinuity-preserving partial differential equations (PDEs).
It combines the accuracy of recent variational motion estimation tech-
niques with the directional interpolation qualities of anisotropic diffusion
filters. Our algorithm proceeds in three steps: First, we interpolate the
interlaced images by means of a spatial edge enhancing diffusion process
(EED). Then we apply the variational optic flow technique of Brox et
al. (2004) in order to obtain a precise interframe registration. Finally
we use a spatiotemporal generalisation of EED for motion-compensated
inpainting of the missing data in the original sequence. Experiments
demonstrate that the proposed method outperforms not only classical
deinterlacing schemes, but also a recent PDE-based approach.

1 Introduction

Since the beginning of television more than 70 years ago, interlacing is the pre-
dominant sampling technique for recording and transmitting video. Although
it was originally developed to increase the frame rate of television sets based
on cathode ray tubes, it forms nowadays the basis for all analogue broadcast
systems (PAL, SECAM, NTSC). Interlacing is based on a simple idea: Instead
of considering the complete image domain of a video sequence, alternatingly
only the even-indexed and the odd-indexed lines of an image are stored, respec-
tively. While such a proceeding reduces the vertical resolution, it allows to double
the effective frame rate at the same time. This in turn improves the temporal
smoothness of the video and thus prevents from large area flickering due to fast
motion. Although interlacing proved to be a good compromise between quality
and bandwidth consumption, it became obsolete in the era of high definition
television (HDTV). Today’s digital devices such as plasma screens or LCD pan-
els even require scanline converters to display video streams that are originally
interlaced. Thus the problem arises how interlaced video data can be converted
to progressive image content, i.e. to video sequences that offer the full vertical
resolution. This task that requires the filling-in of missing information at even



and odd lines of subsequent video frames is referred to as deinterlacing [3, 31,
32]. It is closely related to image or video inpainting [2, 10, 11] where missing
information at arbitrary locations has to be restored and video superresolution
[13, 21, 31, 36] that aims at improving both spatial and vertical resolution by
combing information from several consecutive frames of an image sequence.

Deinterlacing has been researched for about 20 years and various algorithms
have been proposed in the literature to tackle this problem. Depending on their
strategy, these algorithms can be classified into four types of methods [2, 22]: The
simplest methods are non-adaptive linear techniques. Such methods fill in miss-
ing information by simply repeating or averaging lines in vertical or temporal
direction [3, 24, 32]. Directional interpolation methods follow a slightly different
strategy. In order to allow the preservation of small image details they adapt the
interpolation process to the orientation of the local image structure [3, 31, 37].
Thus they succeed to improve the quality in heavily textured image regions,
where sufficient information from the spatial neighbourhood is available. A third
class of methods is given by so-called motion adaptive algorithms. These tech-
niques respect the motion of objects during the interpolation process by locally
switching between spatial and temporal information [2, 8, 17, 22, 28]. The type of
information that is actually used for filling in the missing information is thereby
determined by analyzing the local motion situation. In general, this is done by
means of a simple motion detector. The fourth and most advanced class of dein-
terlacing techniques are so-called motion compensated approaches. In contrast to
their motion adaptive counterparts these techniques make use of a real motion
estimator. Thus they are able to correct the image sequence by the occurring
motion either before or during the actual interpolation step [1, 4, 10, 23, 29].

Due to their ability to consider motion information in the deinterlacing pro-
cess, motion adaptive and motion compensated approaches give the best results
out of these four classes [2, 22, 23, 27]. However, both strategies can hardly be
compared, since they have quite complementary advantages and shortcomings:
While motion adaptive techniques can provide very accurate results, they are
known to have severe problems with large displacements [22]. In this case they
switch back to pure spatial interpolation and do not exploit the full temporal
information. Motion compensated methods, on the other hand, can handle large
displacements, but may suffer from inaccuracies of their motion estimators [4].

The goal of this paper is thus to combine the advantages of both strategies
within a single algorithm. Close in spirit to the work in [26] that proposes a suc-
cessive refinement of the deinterlacing results, we propose a three step method
that makes consequent use of discontinuity-preserving partial differential equa-
tions (PDEs). While the variational optic flow technique of Brox et al. [5] is used
to provide accurate displacement fields for the motion compensation step, edge-
enhancing anisotropic diffusion filters (EED) [34] are applied before and after the
correction of the image sequence to perform pure spatial and motion adaptive
spatiotemporal interpolation, respectively. Quality benchmarks with four differ-
ent scenes show a very good performance of the combined method: It not only
allows to deinterlace images with small and large motion, it even preserves small



details in both cases. Comparisons to classical interlacing methods and a recent
PDE-based technique demonstrate the clear superiority of our approach. Please
note that our algorithm is intended to serve as an offline tool. Nevertheless, we
point out ways to speed up the computation such that real-time performance
can be achieved.

Our paper is organised as follows. In Section 2 we briefly present the main
idea of our algorithm and motivate the use of its different components. While
Section 3 discusses how to apply spatial edge enhancing anisotropic filtering in
the context of image inpainting, Section 4 is dedicated to variational methods for
motion estimation and motion compensation. In Section 5 the motion adaptive
part of our algorithm is explained. Here, the spatial model for edge enhancing
anisotropic inpainting is generalised to the spatiotemporal domain. Finally, Sec-
tion 6 gives a detailed evaluation of our approach as well as comparisons to other
methods from the literature. A summary in Section 7 concludes the paper.

2 A Novel Three Step Algorithm

Let us consider an interlaced RGB image sequence f(x, t), where f = (f1, f2, f3)>

stands for the different colour channels, x = (x, y)> denotes the location within a
rectangular image domain Ω and t ≥ 0 denotes time. Let us furthermore specify
the subsets of odd-indexed and even-indexed lines in the image domain as Ωo

and Ωe with Ωo ∪ Ωe = Ω. Then, assuming w.l.o.g. that the first frame only
contains odd-indexed lines, the deinterlacing problem comes down to recovering
f(x, t) for x ∈ Ωe if t is even and f(x, t) for x ∈ Ωo if t is odd. In order to
solve this problem we propose the following PDE-based strategy that is based
on three consecutive steps:

(1) Spatial Deinterlacing. In order to allow the estimation of full resolution dis-
placement fields in our motion compensation step (Step 2), we have to dein-
terlace our input image sequence first. However, since the images are not yet
motion compensated, the use of temporal information is not recommendable.
Thus, we restrict ourselves in our first step to a pure spatial interpolation
process that is anisotropic [35]. It is based on the 2-D edge enhancing dif-
fusion (EED) scheme [34] that already proved its favourable performance in
the context of image interpolation for image (de)compression [15, 16].

(2) Motion Estimation and Compensation. In order to keep displacements small
and thus the accuracy high, only blocks of three consecutive frames are con-
sidered in our second step. Its goal is to register the first and the last frame of
each block onto the central one. Thus, even in the context of large displace-
ments, the temporal information becomes spatially aligned such that it can
be easily used for interpolation. For computing the required displacement
fields, we make use of the variational optic flow approach of Brox et al. [5].
This discontinuity-preserving method is among the most precise techniques
for motion estimation in terms of error measures.



(3) Motion Compensated Anisotropic Diffusion. In the final step of our algorithm
we recompute the originally missing lines of each frame using spatiotemporal
information. To this end, we consider the temporally aligned blocks from
Step 2 and apply a spatiotemporal and thus motion adaptive variant of the
EED-based interpolation process from Step 1. Due to the anisotropic nature
of EED, this allows to recover details that have not been aligned correctly
in the motion compensation step.

After we have explained the basic outline of our new deinterlacing scheme, let
us now discuss its three basic steps in more detail.

3 Spatial Deinterlacing

Following our strategy from the previous section, we start by deinterlacing all
frames separately. This can be seen as a special instance of our original problem
for a fixed time t, where the set of known data points Ω+ is either given by
Ωe or Ωo. Our goal is now to find for each frame f(x, t) a deinterlaced version
u(x, t) that is smooth in Ω \Ω+ and identical to f in Ω+. In order to solve this
task, we propose to use a spatial deinterlacing process based on edge enhanc-
ing anisotropic diffusion (EED) [34]. Such schemes have already been applied
successfully in the context of image inpainting, where they provided excellent
interpolation results [15, 16]. Given an interlaced RGB image at time t = t0,
EED computes the corresponding deinterlaced result as steady state of the three
coupled nonlinear evolution equations

∂τui = div
(
D(∇u1,∇u2,∇u3) ∇ui

)
in Ω × (0,∞)
for i = 1, 2, 3 (1)

with Neumann (reflecting) boundary conditions across image boundaries,

∂nu = 0 on ∂Ω , (2)

Dirichlet boundary conditions that prescribe the solution at given lines,

u(x, t0, ·) = f(x, t0) in Ω+ , (3)

and the initial condition that the original image is used where lines are available:

u(x, t0, 0) =
{

f(x, t0) in Ω+

0 in Ω \Ω+
. (4)

Here, ui stands for the different RGB channels, ∇ui = (uix, uiy)> denotes their
spatial gradient, τ serves as evolution time which is a pure numerical parameter,
and the 2×2 matrix D(∇u1,∇u2,∇u3) represents a diffusion tensor that couples
the different colour channels. This tensor that steers the diffusion process is



constructed from the eigenvectors v1, v2 and eigenvalues λ1, λ2 of the joint
structure tensor [12, 14]

Jρ,σ(u1, u2, u3) = Kρ ∗
3∑

i=1

(∇uσ
i )(∇uσ

i )> . (5)

In this context, Kρ∗ denotes convolution with a Gaussian K of standard devi-
ation ρ and ∇uσ

i indicates that the channel ui has been presmoothed with a
Gaussian of standard deviation σ prior to differentiation. Assuming the eigen-
values to be ordered in a decreasing manner, i.e. λ1 ≥ λ2, the EED diffusion
tensor finally reads

D(∇u1,∇u2,∇u3) = (v1 | v2)

(
Ψ1(λ1) 0

0 Ψ2(λ2)

)(
v>1
v>2

)
(6)

where the | operator merges neighbouring vectors into a matrix and the functions
applied to the first and to the second eigenvalue are given by

Ψ1(s) =
1√

1 + s
ε2

, Ψ2(s) = 1 . (7)

with ε being a contrast parameter. While the Charbonnier diffusivity [9] chosen
for Ψ1(s) inhibits the diffusion process across the most dominant image structure,
the second function Ψ2(s) allows smoothing along it. This in turn gives us the
desired anisotropic edge-preserving behaviour that is characteristic for EED.

In order to compute the steady state, i.e. τ → ∞, of the coupled evolution
equations given by (1)-(6), we used an explicit scheme based on finite difference
approximations. Typical run times for such an implementation are in the order
of about 3 seconds for images of size 300× 300. Recent parallelisations of more
efficient numerical schemes on the Cell Processor of Sony’s Playstation 3 even
achieve up to 34 frames per second [25], thereby dealing with an almost twice
as large and less regular inpainting domain Ω−. Taking those differences into
account, run times of about 20 milliseconds can be expected for the spatial
deinterlacing step, if modern parallel architectures are used.

4 Motion Estimation and Compensation

After we have deinterlaced at least three consecutive frames of the original image,
we can continue with our second step: the motion estimation and compensation.
To this end, we consider blocks of three consecutive frames, and register the first
and the last frame onto the central one:

f(x, t0 − 1)
w−

−−−→ f(x, t0)
w+

←−−− f(x, t0 + 1)

Although it is possible to use more than three frames in this step, one should be
aware that this results in larger displacements which in turn would deteriorate
the quality of the motion estimation.



In order to compute the two motion fields w+ = (v+, w+)> and w− =
(v−, w−) we make use of the highly precise variational optic flow technique of
Brox et al. [5]. For RGB images, this technique computes the displacement field
between two consecutive frames as minimiser of the energy functional

E(w±) =
∫

Ω

ψ
( 3∑

i=1

∣∣fi(x + w±, t0 ± 1)− fi(x, t0)
∣∣2

︸ ︷︷ ︸
colour constancy

(8)

+ γ
3∑

i=1

∣∣∇fi(x + w±, t0 ± 1)−∇fi(x, t0)
∣∣2

︸ ︷︷ ︸
colour gradient constancy

)
dx

+ α

∫
Ω

ψ
(
|∇v±|2 + |∇w±|2︸ ︷︷ ︸

spatial smoothness

)
dx .

While the first expression in the data term models the assumption that the
colour of objects remains constant over time, the second one renders the ap-
proach more robust against varying illumination. This is achieved by assuming
constancy of the spatial image gradient of the different colour channels given by
∇fi = (fix, fiy)>. The weighting between the two assumptions is realised with a
positive scalar γ. In order to allow for a correct estimation of large displacements,
both assumptions are used in their original nonlinear form. Please note that this
is extremely important in the context of deinterlacing, since the typical motion
is in the order of several pixels. Finally, deviations from both the data and the
smoothness term are penalised in a non-quadratic way via a robust function
ψ. This improves the performance of the approach with respect to outliers and
noise in the case of the data term and preserves motion boundaries by modelling
a piecewise smooth flow field in the case of the smoothness term. For both pur-
poses the regularised L1-norm is used, which, for the smoothness term, comes
down to the total variation (TV) regulariser [30] given by ψ(s2) =

√
s2 + ε2. The

regularisation parameter ε is set to 10−3. In this context, one should note that
without the preservation of motion boundaries, blurry flow information would
lead to a filling-in of wrong temporal data at the corresponding image locations.
This in turn would result in a significant deterioration of object boundaries in
the deinterlaced image both with respect to quality and localisation.

The minimisation of this energy functional is done via its associated Euler-
Lagrange equations. These equations are given by the following coupled system
of nonlinear elliptic PDEs:

0 = ψ′(...)
( 3∑

i=1

γi

(
fi(x+w±, t0±1)−fi(x, t0)

) ∂
∂x
fi(x+w±, t0±1)

)
+ α div

(
ψ′
(
|∇u±|2 + |∇v±|2

)
∇u±

)
, (9)



0 = ψ′(...)
( 3∑

i=1

γi

(
fi(x+w±, t0±1)−fi(x, t0)

) ∂
∂y
fi(x+w±, t0±1)

)
+ α div

(
ψ′
(
|∇u±|2 + |∇v±|2

)
∇v±

)
, (10)

where ψ′D(...) abbreviates the factor in front of the data term that actually reads

ψ′(...) = ψ′
( 3∑

i=1

∣∣fi(x + w±, t0 ± 1)− fi(x, t0)
∣∣2

+ γ
3∑

i=1

∣∣∇fi(x + w±, t0 ± 1)−∇fi(x, t0)
∣∣2 ) . (11)

As suggested in [5], we implemented a coarse-to-fine warping strategy based on
two nested fixed point iterations. This yields typical run times of about 3 sec-
onds for computing both the forward and the backward flow field for images of
size 300 × 300. However, also in this case the computations can be accelerated
significantly: Either one can use more sophisticated numerical schemes such as
the nonlinear multigrid methods presented in [6, 7] or can consider recent im-
plementations on parallel architectures such as graphics hardware [18, 33] or the
Cell processor [19, 20]. While efficient numerics already allow to reduce the com-
putational effort to less than a second, highly parallel implementations promise
run times of about 30 millisecond for both flow fields. Thus real-time seems also
to be possible for the second step of our deinterlacing algorithm.

After the two displacement fields have been computed, all frames are regis-
tered towards the central one. To this end, we use a backward warping strategy
based on bilinear interpolation. Alternatively, also higher order splines can be
used, but first results did not show significant improvements in terms of quality.
From a computational viewpoint, this effort is neglectable.

5 Motion Compensated Anisotropic Diffusion

In the third and last step of our algorithm we apply a spatiotemporal anisotropic
diffusion process to recompute the originally missing lines of the central frame
of each registered image block. To this end, we consider a spatiotemporal gener-
alisation of the EED-based deinterlacing algorithm from Section 3. It is defined
on the image domain of the complete block and reads

∂τui = div
(
D(∇tu1,∇tu2,∇tu3) ∇tui

)
in Ω × [t0 − 1, t0 + 1, ]× (0,∞)
for i = 1, 2, 3 . (12)

Here, ∇t = (uix, uiy, uit)> denotes the spatiotemporal gradient of ui which al-
lows to consider temporal information in contrast to the spatial one that we



used in Step 1. Consequently, also the joint structure tensor is extended to the
spatiotemporal domain

Jρ,σ(u1, u2, u3) = Kρ ∗
3∑

i=1

(∇uσ
i )(∇uσ

i )> . (13)

Finally, the joint diffusion tensor is adapted correspondingly and reads now

D(∇u1,∇u2,∇u3) = (v1 | v2 | v3)

 Ψ1(λ1) 0 0
0 Ψ2(λ2) 0
0 0 Ψ3(λ3)


v>1

v>2
v>3

 , (14)

where the functions of the three eigenvalues are defined as

Ψ1(s) =
1√

1 + s
ε2

, Ψ2(s) = 1 , Ψ3(s) = 1 . (15)

This yields an anisotropic diffusion process that smoothes only along the plane
perpendicular to the local gradient of the evolving image, but not across it.

Actually, this process is fully motion adaptive: By inhibiting the diffusion in
gradient direction, it stops the filling-in of information along that direction which
is least consistent with respect to the colour value of the current location. This
in turn prevents the algorithm from using meaningless temporal information, if
the estimated displacement field did locally not allow for a correct interframe
registration. Moreover, since the directions are not necessarily axis-aligned, the
combination of compensation and adaptation allows to correct small misalign-
ments if the registration did not perfectly match.

As in Step 1, this process is discretised by means of a simple explicit scheme
using finite differences and the solution for τ→∞ is computed. However, since
only the originally missing lines of the central frame are recomputed, it is hardly
more expensive from a computational viewpoint than the pure spatial interpo-
lation process. The main difference comes from the additional number of neigh-
bours required for the discretisation of the anisotropic diffusion process in 3-D.
Typical run times are in the order of 4 seconds for images of size 300 × 300.
Considering the additional effort compared to the 2-D case, run times of about
40 milliseconds per frame seem to be possible on parallel hardware. Thus also
for this third step real-time is well within our computational reach.

6 Experiments

In order to evaluate the quality of our approach, we have created four interlaced
test sequences with increasing difficulty: The House, the Duck, the City and the
Run sequence (see Figure 1). These sequences have been cropped from video
sequences of the European Broadcasting Union (EBU) 1 and then interlaced

1 ftp://ftp.ebu.ch/en/technical/hdtv/test sequences.php



afterwards. This offers the advantage that the ground truth is known and the
deinterlacing quality can be determined in terms of error measures. In our case
this was done via the average absolute colour error

EAACE =
1

3N

3∑
i=1

N∑
p=1

|f truth
i,p − fdeinter

i,p | , (16)

where N is the number of pixels and f truth
c and fdeinter

c denote the RGB channels
of the ground truth and the deinterlaced image, respectively. For comparing the
performance of our method, we have implemented three classical techniques:
field doubling, line averaging, and spatiotemporal median filtering. Additionally
we have considered a recent PDE-based approach based on motion adaptive
total variation that is among the best techniques for deinterlacing [22]. Here,
the original implementation of the authors was used. Finally, we also included
the results from pure spatial edge-enhancing anisotropic diffusion (2-D EED)
that serves as first step in our algorithm. In all cases the parameters have been

Fig. 1. Cropped and interlaced test image sequences created from sequences of the
European Broadcasting Union (300 × 300 pixels). Top Left: House. Top Right: Duck.
Bottom Left: City. Bottom Right: Run.



Table 1. Parameter settings for the spatial and the spatiotemporal deinterlacing step.

2-D EED (Step 1) MCEED (Step 3)
Sequence

σ ε ρ σ ε ρ

House 0.6 1.8 0.0 0.5 0.7 4.0
Duck 0.6 1.6 0.0 0.7 0.8 5.0
City 0.6 1.7 0.0 0.5 0.7 4.0
Run 0.7 2.1 0.0 0.5 0.8 4.0

optimised with respect to the AACE. While the parameters for the optical flow
computation were set fixed to α = 20 and γ = 5, the parameters for the spatial
and spatiotemporal inpainting steps are listed in Table 1. As one can see, they
only vary slightly throughout all sequences. Typical runtimes for our algorithm
are in the order of 10 seconds for images of size 300× 300. However, as pointed
out before, efficient implementations on parallel hardware such as graphics cards
or the Cell processor promise frame rates of about 10 deinterlaced frames per
second (adding up the expected time for all three steps).

Figure 2 shows by the example of the two sequences with largest displace-
ments (City, Run) that our method gives excellent deinterlacing results. As one
can see from the corresponding error values in Table 2, our method thereby
clearly outperforms all other techniques. In particular for the Run scene, where
the largest motion is present, the superiority of our method becomes obvious:
While pure spatial interpolation methods (line averaging, 2-D EED) perform
relatively good – at least they do not introduce wrong temporal information –
motion adaptive techniques such as median filtering or the total variation ap-
proach show some problems. Also field doubling as pure temporal interpolation
method gives very bad results. Only our motion compensated edge-enhancing
diffusion technique (MCEED) is capable of improving the spatial results by addi-
tionally considering temporal information. Also for images with smaller motion,
our method performs favourably. Although, in this situation, the motion adap-
tive algorithms are better than the spatial ones, they cannot compete with our
results that show again the lowest errors.

In order to allow for a visual comparison of the deinterlacing quality of all
methods, we show a representative detail from the results for the Run scene
in Figure 3. It depicts a running man and requires the preservation of many
small scale features. How challenging the deinterlacing of this image actually is
can be seen from the classical field doubling method that simply merges two
consecutive half-frames (fields). Since it uses the temporal information in the
worst possible way, its poor results are a good indicator for the difficulty of the
scene. Evidently, our motion compensated approach gives the sharpest results
of all methods: Features such as the slightly open mouth, the structure of the
beard and the numerous details at the shoulders are recovered with a much higher
quality than by any other method. Obviously, this is a direct consequence of the
use of discontinuity-preserving concepts in all parts of our algorithm. It makes
explicit that selecting the components carefully and adjusting them to each other
is an important task when designing a combined algorithm.



Table 2. Comparison to interlacing methods from the literature. Deviations from the
ground truth are measured by the average absolute colour error. RGB values are in the
range [0, 255]. Superscripts next to error values denote the rank of a method.

Increasing Motion →
Technique

House Duck City Run

Field Doubling [31] 2.913 4.052 6.896 13.236

Line Averaging [31] 4.226 5.926 3.703 5.613

Our Method (2-D EED) 4.065 5.875 3.662 5.592

Spatiotemporal Median [3] 2.994 4.384 4.275 7.015

Total Variation [22] 2.892 4.153 3.774 5.854

Our Method (MCEED) 2.581 3.481 3.291 4.481

Fig. 2. Results for the City and the Run sequence. Left Column: Interlaced Images.
Right Column: Deinterlaced images with MCEED (our method).



Fig. 3. Detail comparison of the Run sequence for different deinterlacing methods
(48× 48 pixels). Top Left: Truth. Top Right: Field doubling. Center Left: Line averag-
ing. Center Right: Median filtering. Bottom Left: Motion adaptive total variation [22].
Bottom Right: MCEED (our method).



Fig. 4. Detail comparison for the main building in the House sequence (60×30 pixels).
Left: Truth. Center: Motion adaptive total variation [22]. Right: MCEED (our method).

Two more examples for the discontinuity-preserving deinterlacing property
of our method are given in Figures 4 and 5. Figure 4 shows a detail of the
deinterlaced House image and compares it to the result of the motion adap-
tive total variation technique. Since the motion in this scene is rather low, one
would expect good results from both methods. However, only our technique al-
lows to recover the small horizontal structures due to the excellent interpolation
properties of the spatiotemporal edge-enhancing diffusion filter. A similar obser-
vation can be made in Figure 5, where a detail of the deinterlaced City image is
depicted. Here, we compare our method against a pure spatial edge-enhancing
diffusion filtering that also offers a very good interpolation quality. Although the
2-D EED algorithm gives the second best results for this scene, it cannot recon-
struct the horizontal lines properly. Once again, only our approach allows to fill
in the necessary information. In contrast to the previous example, where only
the edge-preservation was important, the motion compensation plays an equally
important role for this scene. By correctly aligning the subsequent images, the
missing lines can be recovered correctly from the temporal information. Using
spatial information alone this problem could not have been solved. This shows
that high quality deinterlacing is possible for scenes with large displacements if
motion adaptive and motion compensated approaches are combined.

Fig. 5. Detail comparison for a building in the upper left corner of the City sequence
(60 × 30 pixels). Left: Truth. Center: Spatial EED (our method, only Step 1). Right:
MCEED (our method).

7 Summary and Conclusions

In this paper we have demonstrated that motion compensated and motion adap-
tive approaches can benefit from each other. To this end, we developed a com-



bined three strep strategy that makes use of recent PDE-based approaches for
motion estimation and image inpainting. Thereby we focused on such techniques
that are capable of preserving discontinuities in the computational process. In
the experimental section, the advantages of our new method became explicit: In
contrast to other approaches that performed well either for scenes with large or
for scenes with small motion, it was able to achieve high quality results in both
cases. Moreover, due to the discontinuity-preserving nature of its single compo-
nents, it allowed to recover small details in the deinterlacing process that could
not be restored by other schemes. This shows that both contributions are equally
important for the success of our algorithm: Without combining motion compen-
sated and motion adaptive techniques, our method would not work for small and
large motion, while without preserving discontinuities, important features would
get lost during the deinterlacing process.

Our ongoing work addresses the implementation of efficient numerical schemes
on recent parallel hardware. Moreover, it focuses on the application of such
schemes to images in full HDTV resolution (1920 × 1280). Evidently, this re-
quires additional speedups that have to be achieved both on the algorithmic as
well as on the parallelisation side. In this context, also simplified models may
help to bridge the gap towards real-time HDTV deinterlacing. This, however, is
topic of our future work.
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15. I. Galić, J. Weickert, M. Welk, A. Bruhn, A. Belyaev, and H.-P. Seidel. To-
wards PDE-based image compression. In N. Paragios, O. Faugeras, T. Chan, and
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